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NEC’s Open Source Activities Overview
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Activities for Open Source Communities

▌Joining five major open source communities and providing cloud 
infrastructure SI and services using open sources

*Joined OSDL (Open Source Development Labs), the predecessor of Linux Foundation

OSS security risk reduction in Linux Foundation 
Joined since 2014

OS

Linux Foundation

Platinum member
Since 2000*

SDN

OpenDaylight 
Project

Gold member
Since 2013

SDN OS

ONOS Project

Board Member
Since 2014

NFV

OPNFV Project

Platinum Member 
Since 2014

Cloud

OpenStack
Foundation

Gold member
Since 2012
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Latest ContributionStatus （As of Sept. 2016）

▌Approx. 30 developers from NEC are participating

▌No. 1 contributor in Japan (for 3 consecutive years, covering 6 versions)

▌Member appointed as Project Team Lead (PTL) of the Quality Assurance project in April 2016, a first for 
a Japanese

Projects with core developers from NEC

QA
Test Suite

In addition to the above, developers from NEC are also participating in the Designate (DNSaaS), Kolla (Deployment), 
and Tacker (NFVO/VNFM) projects.

PTL

Nova
Compute

Neutron
Network

Horizon
Dashboard

Ironic
Baremetal

Senlin
Clustering

Magnum
Container

Magnum-UI
Container

Congress
Policy

Aodh
Alarming

project Core developer
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Japan’s First OpenStack Community Project Leader

▌ NECAmerica’sKenichi Ohmichi namedProject TeamLeadof
the Quality Assuranceproject

(http://www.nec.com/en/press/201604/global_20160422_01.html)

http://www.nec.com/en/press/201604/global_20160422_01.html)
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Roles of NEC in Development of OpenStack

▌NEC has been contributing to quality improvement from the beginning, and has been an early 
participant also in customer projects and cloud services.

OpenStack

2012 2013 2014 2015 2016

2012.4
Essex

2013.4
Grizzly

2013.10
Havana

2014.4
IceHouse

2014.10
Juno

2015.4
Kilo

2015.10
Liverty

2016.4
Mitaka

NFV

Development and 
commercialization of NFV PF 

solutions: "Carrier Grade 
Hypervisor" and "Service 

Resource Controller”

Start of application of OpenStack 
to NEC NFV solutions as 

OpenStack usability increases and 
demand in communication 
business sector expands

Contribution start

IT

2012.10
Folsam

Appointed as OpenStack Ambassador, i.e. as a 
certified evangelist of the OpenStack Foundation

Appointed as 
Foundation director

Activities to provide feedback about carrier grade 
requirements to the community

Activities to promote creation of 
carrier grade for KVM and OvS

Further acceleration of implementation activities for 
carrier grade requirements for OpenStack through OPNFV 

participation and collaboration with Red Hat

Activities to increase value of OpenStack

Also activities to increase value of OpenStack

First 
Japanese PTL

Building systems for commercial projects of customers

Offering cloud infrastructure services (NEC Cloud IaaS)

Offering on-premise 
cloud infrastructure
(NEC Cloud System)



OSS-based Cloud Infrastructure 
Building Solution

NEC Cloud System (OSS Building Model)
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NEC’s Cloud Infrastructure solutions overview

NEC Cloud IaaS

Customer

NEC Cloud System

OSS community

Contributions to

Hybrid cloud collaboration

Standard

（OSS）

Commercial
Products 

Building Model

Mission critical system
（SoR）

Integration/Integrated operation service

Ready made

New business system/IoT
（SoE）

HA
(commercial

Products)

Semi order

(Service use)
(Owned)

Cloud
Platform Suite

▐ NEC provides both cloud service (NEC Cloud IaaS) and cloud environment building solution (NEC 
Cloud System)

▐ Both use OSS (OpenStack, etc.) and feedback (customized codes etc.) from operating cloud and 
building system is provided to OSS community.

OSS
Building 
Model
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OSS-based Cloud Infrastructure Building Solution
NEC Cloud System (OSS building model)

Support Service
(OSS cloud infrastructure support services)

NEC Cloud System (OSS building model) offerings

OSS Cloud Infrastructure

(OpenStack, management, 
monitoring, and control OSS)

Server Storage Network

Building
Service

(Design*, Building, 
Test)

* Including
operation design

Managed Service

(Integrated operation 
management service)
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Enterprise 
systemsData center businessNFV

 Openness
 Quality/performance
 Automatic operation
 Scalability

 NFV Operation
 Service Chaining

 Provisioning
 Self-service
 Security
 User management

 Resource efficiency
 Shorten TTM
 Hybrid cloud
 DevOps

 Effective use of legacy assets
 Building cost reduction
 BC/DR
 Multi-DC management

 Charge back
 Advanced Security

 Effective use of legacy 
assets

Specific needs

Common needs

Service
providers EnterprisesTelecom

carriers

Target Area of NECCloudSystem (OSS building model)
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Openness

High
Quality

Support

(1) Highly reliable and scalable open 
cloud platform

(2) NFV extension on fully open basis

(3) Rapid building of high quality cloud 
environments

(4) OpenStack quality enhancement 

(5) Total support organization

Features of NEC Cloud System (OSS building Model)
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Features of NEC Cloud System (OSS building Model)

High
Quality

Support

(3) Rapid building of high quality cloud 
environments

(4) OpenStack quality enhancement 

(5) Total support organization

Openness
(1) Highly reliable and scalable open 

cloud platform

(2) NFV extension on fully open basis
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Highly reliable and scalable open cloud platform

Providing open cloud platform with high reliability and scalability by combining 
NEC's OMCS technology* and open standard technologies such as OpenStack 
and SDN

* Technology for assuring quality of open system building which satisfy 
6 non-functional requirements (availability, performance, operability, 
scalability, co-operability and confidentiality) defined by NEC

High openness

• Combining “Red Hat OpenStack Platform” and other OSSs for 
management/monitoring/control.

• Customized functions for each user are also to be opened and committed to 
community

• Network functions support OpenDaylight, which is highly compatible with Neutron

Multi-site environment by SDN technology 

•Enhancing scalability and providing BC/DR function by integrating multiple DCs as a 
single virtual DC.
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Combination of other OSSs with OpenStack

▌No vendor lock-in, contribute additional codes to OSS

▌Modified/developed code will be opened and contributed to OSS communities 
when no OSSs can satisfy customer requirement.

Main DC

internal 
manage

ment

Portal

Middleware

Orchestrator

Resource 
management 

Virtual
resources

Virtualization 
platform

Physical
resources 

Facility

Bare 
metal

Application/Service

Coordination between DCs and clouds

Multi-site 
management

Multi-site
orchestrator

Multi-site

portal

Multi-site 

data analysis

Sub DC

Public cloud

Coordination 
between DCs

Coordination 
between clouds

Servers Storage Networks

Servers Storage Networks

Servers Storage Networks

Servers Storage Networks

OpenStack

Zabbix,
ELK 

stack,
Bacula,
AnsibleTM,

etc.

Extended portal,
OpenShift

Multi-vendor HW

OpenDaylight, ProgrammableFlow, etc.

ELK stack (ElasticsearchTM, LogstashTM, and KibanaTM) 
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▌ICT infrastructure architecture for keeping pace with business changes and 
expanding business opportunities

Openness
Support of multi-site 

environments
Operation know-how 
for stable operation

Architecture of NEC Cloud System

Main DC

internal 
manage

ment

Portal

Middleware

Orchestrator

Resource 
management 

Virtual
resources

Virtualization 
platform

Physical
resources 

Facility

Bare 
metal

Application/Service

Coordination between DCs and clouds

Multi-site 
management

Multi-site
orchestrator

Multi-site

portal

Multi-site 

data analysis

Sub DC

Public cloud

Coordination 
between DCs

Coordination 
between clouds

Servers Storage Networks

Servers Storage Networks

Servers Storage Networks

Servers Storage Networks

To be 
released in 
the future 
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Features of NEC Cloud System (OSS building Model)

Openness
(1) Highly reliable and scalable open 

cloud platform

(2) NFV extension on fully open basis

High
Quality

Support

(3) Rapid building of high quality cloud 
environments

(4) OpenStack quality enhancement 

(5) Total support organization
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▌Complementation/extension of missing functions in OpenStack or KVM

 Open upstream implementation is assumed if a function gap is detected.

 However, extended functions are developed if upstream implementation takes a long time.

 The developed extended functions are all supplied to the open-source community (full openness).

▌Major extended functions

 Resource control, performance management, fault management, performance improvement, etc.

NFV extension on fully open basis

Standard OpenStack
distribution

NFVRequirement

NFV Extension

Reliability and
Availability

Continuity

Performance

Serviceability
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Features of NEC Cloud System (OSS building Model)

Openness

Support

(1) Highly reliable and scalable open 
cloud platform

(2) NFV extension on fully open basis

(4) OpenStack quality enhancement 

(5) Total support organization

High
Quality

(3) Rapid building of high quality cloud 
environments
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Rapid building of high quality cloud environments

▌Flexibly combining verified functions selected according to system 
requirements and size (Building blocks)

Usage of building/operating 
know-hows of NEC Cloud IaaS

Extracting common requirements for wide range of cloud environment

Listing up functions satisfying the requirements, and verify the 
combination

Providing parameter sheet for design standard and automatic building 
tools
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Features of NEC Cloud System (OSS building Model)

Openness

High
Quality

(1) Highly reliable and scalable open 
cloud platform

(2) NFV extension on fully open basis

(3) Rapid building of high quality cloud 
environments

Support
(4) OpenStack quality enhancement 

(5) Total support organization
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OpenStack quality enhancement 

▌Solving/avoiding problems quickly by non-functional requirement evaluation 
based on NEC's OMCS technology

▌Modified codes are contributed to community to enhance the quality of 
OpenStack

＊Non-functional requirements for mission critical systems

2. Evaluation1. Analysis 3. Solution

High 
Availability

High 
Performance

High 
Operability

High 
Scalability

High
Inter-

operability

High
Confidentiality

 Solving problems

 Avoiding risks

 Non-functional 
requirement 
evaluation

 Listing up risks

 Sequence flow 
visualization
 Component level
 Process level
 Thread level
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Total support organization

▌Providing one-stop support by OpenStack dedicated team for whole cloud 
platform including other OSSs

High SLA support service for OpenStack
24h× 7days / Emergency avoidance for failure

Trouble analysis
(difficult problems)

Bug fixes

Handling of technical
inquiries

Trouble analysis
Escalation to distributors

Reception of inquiries Primary contact desk

OpenStack support team

OpenStack distributor

Enterprise 
IT department

NEC

Cloud service
provider



-New functions-
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New Functions of NEC Cloud System OSS Building Model
To be released in December 2016

▌Main functions

PaaS platform (OpenShift)
(1) Offering of development environment 
for rapid digital business launch

VNF/PNF management 
for service 

providers and enterprises

Rolling upgrade

OpenDaylight support

(2) Further improvement of operability

(3) Quick incorporation of state-of-the-art 
technology through upgrade to latest
version of OpenStack

(4) Improvement of scalability and stability 
lacking in OpenStack network functions
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OpenShift execution node

PaaS platform (OpenShift)

Integrated 
development 
environment

▌Easily creates DevOps environment on IaaS environment built based on OpenStack

▌Offers container-type application development environment that uses Docker

PaaS platform (OpenShift)

CI/CD environment OpenShift 
control node

User AP operating 
environment

User AP operation 
management environment

AP container

AP container

Monitoring

Backup

Log management

S2I build

IDM
（OpenLDAP)

DNS
（Bind）

LB
（HAProxy)

Peripheral systems

Coordination

API/CLI

SCM 
(GitLab)

Project issue 
Management

(Redmine)

Build management (Jenkins)

Build
execution

Test 
execution

Application 
deployment

Auto scaling/
healing

PaaS platform (OpenShift) 
operation management

Monitoring for 
PaaS platforms

Backup for 
PaaS platforms

Log management 
for PaaS platforms

NEC Cloud System

Coordination

Container
deployment

Development 
machine

Sources

Source 
management

Platform 
monitoring

Platform 
backup

Platform log 
management

Cinder
BackendStorage

OpenStack
Cinder
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NFVI

LB FW vLB vFW

VNF*/PNF** management enhancement for service providers and enterprises

▌Orchestration that supports various services such as firewalls and load balancers, for both physical 
and virtual network functions of various vendors

▌Automatic generation of configurations

NFVO for service providers 
and enterprises

VNF/PNF Manager for service 
providers and enterprises

User

① Request for 

VNF/PNF provisioning

② VNF/PNF 

provisioning

VIM control 
system

Vendor A 
Driver

Vendor B 
Driver

Vendor C 
Driver

Integrated portal

Integrated management 
of physical/virtual 

network functions of 
various vendors

*VNF (Virtual Network Function):Network functions such as firewalls and load balancers provided by virtual appliances

**PNF (Physical Network Function):Network functions such as firewalls and load balancers provided by physical appliances



Summary
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Summary

Pure open brings speed and flexibility.
Pure open overcomes platform limitations.

Quality & Support

Openness Results

NEC Cloud System (OSSBuilding Model)




