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1. Deep Learning overview 



AI, Machine Learning, Deep Learning 

Artificial Neural 
Networks 

Machine Learning 

Weak AI 

Strong AI 

Deep 
Learning 



1.1 Machine Learning & Neural Nets 

• Machine Learning Algorithms 
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• Clustering & Dimensionality reduction 

‐ K-means 

‐ LDA(Latent Dirichlet Allocation) 

‐ SVD(Singular Value Decomposition) 

‐ PCA(Principal Component Analysis) 

• Regression 

‐ Liner 

‐ Polynomial 

• Decision Tree 

• Random Forests 

• Artificial Neural Networks 

• Gaussian Mixture 

• HMM(Hidden Markov Model) 

• Classification 

‐ Logistic Regression 

‐ Naïve-Bayes 

‐ SVM(Support Vector Machine) 



1.1 Machine Learning & Neural Nets 

• Artificial Neural Networks (ANN) 

sigmoid 



1.1 Machine Learning & Neural Nets 

• More hidden layer, more powerful 

Hidden layer Input layer Output layer 

[Perceptron] [Multi-Layer Perceptron] 

Hidden Node 



1.1 Machine Learning & Neural Nets 

• But, More hidden layer, hard to train! 
Why? The vanishing gradient problem & so on… 

Michael Nielsen (2015), http://neuralnetworksanddeeplearning.com/ 



1.1 Machine Learning & Neural Nets 

• Breakthrough! 



1.2 What is Deep Learning 

Deep Neural Networks + Machine Learning = Deep Learning 

• Neural Networks 

• Deep Neural Networks 

- 1~2 hidden layers 

- More hidden layers, complex 
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1.2 What is Deep Learning 

Deep Neural Networks + Machine Learning = Deep Learning 

• Fully-Connected / Undirected  

‐ DNN(Deep Neural Networks) 

‐ RBM(Restricted Boltzmann Machine) 

‐ DBN(Deep Belief Network) 

• Convolutional 

‐ LeNet 

‐ AlexNet, VGGNet 

‐ GoogleNet 

‐ ResNet 

• Recurrent 

‐ LSTM(Long Short-Term Memory) 

‐ GRU(Gated Recurrent Unit) 

‐ Memory Networks 



1.2 What is Deep Learning 

Deep Neural Networks + Machine Learning = Deep Learning 
• Activation Function 

‐ ReLU(Rectified Linear Units) 

‐ Leaky ReLU 

‐ Maxout 

• Regularization 

‐ Drop-Out 

‐ Batch Normalization 

• Optimization 

‐ SGD(Stochastic Gradient Descent) 

‐ AdaGrad 

‐ RMSprop 

‐ Adam 



1.3 Why Deep Learning? 

• The state-of-the-art in speech recognition, visual 
object recognition 
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Using Deep Learning 

Speech Recognition Visual Object Recognition 
(ILSVRC1)) 

1) ImageNet Large Scale Visual Recognition Challenge (ILSVRC) 



1.3 Why Deep Learning? 

• Deep Learning Everywhere 



1.3 Why Deep Learning? 

• Why is Deep Learning working so well? 
 Learning multiple levels of representation/abstraction 

Even more abstract 
features 

Output 

More abstract 
features 

Input 

Features 



2. Why is Deep Learning growing so 
fast? 



2.1 Why is Deep Learning growing so fast? 

• Big Data & High Performance Computing(HPC) 

Deep 
Learning 

Big Data 

High 
Performance 
Computing 
(e.g. GPU, 
Distributed  

computing1)) 

1) Hadoop, Spark 



2.1 Why is Deep Learning growing so fast? 

• The shoulders of giants 

“If I have seen further than others,  
it is by standing Upon the shoulders of giants.” 
 

– Issac Newton 



2.1 Why is Deep Learning growing so fast? 

• Open Access & Open Source 

Deep 
Learning 

Open 
Access 

Open 
Source 



2.2 Open Access 

• “Open access refers to online research outputs that 
are free of all restrictions on access (e.g. access 
tolls) and free of many restrictions on use (e.g. 
certain copyright and license restrictions).”_from Wikipedia 



2.2 Open Access 

• arXiv.org : repository of e-prints of scientific papers 

‐ Open access to e-prints in Physics, Mathematics, Computer Science, 

Quantitative Biology, Quantitative Finance and Statistics 

‐ Many Deep Learning researchers submit papers   

‐ So, you can find NIPS, ICML, ICLR1) papers at arXiv.org 

1) NIPS : Conference on Neural Information Processing Systems 

    ICML : International Conference on Machine Learning 

    ICLR  : International Conference on Learning Representation 



2.3 Open Source 

• GitHub : a web-based Git repository hosting service 

‐ Many Deep Learning researchers open the algorithm implementation 

codes 

‐ The codes are mainly released under BSD, MIT, Apache license 

Open Access Open Source 



2.4 GitHub + arXiv 

• GitXiv.com : a space to share collaborative open 
computer science projects 



3. Deep Learning Tools & 
Open Source 



3.1 Why is Deep Learning growing so fast? 

• Remind “The shoulders of giants” 

Deep 
Learning 

Open Source Deep Learning Tools 



3.1 Why is Deep Learning growing so fast? 

• Implement a deep neural networks 

Deep Neural Nets Computational Graphs Code (call API of Deep Learning Tool) 



3.2 Deep Learning Tools 

• So many Open Source Deep Learning Tools 



3.2 Deep Learning Tools 

• Caffe : Convolutional Architecture for Fast Feature Embedding 

‐ From U.C. Berkeley, BSD 2-Clause license, Written in C++ 

‐ Pros and Cons1) : 

(+) Good for feedforward networks and image processing 

(+) Good for finetuning existing networks 

(+) Train models without writing any code 

(+) Python interface is pretty useful 

(-) Need to write C++ / CUDA for new GPU layers 

(-) Not good for recurrent neural networks 

(-) Not extensible, bit of a hairball 

1) Stanford CS231n Andrej Karpathy, https://deeplearning4j.org/compare-dl4j-torch7-pylearn#caffe 



3.2 Deep Learning Tools 

• Torch 

‐ From NYU, BSD license, Written in C/C++, Lua 

‐ Used a lot in Facebook and DeepMind 

‐ Pros and Cons1) : 

(+) Lots of modular pieces that are easy to combine 

(+) Easy to write your own layer types and run on GPU 

(+) Lots of pre-trained models 

(-) Lua 

(-) You usually write your own training code (Less plug and play) 

1) Stanford CS231n Andrej Karpathy, https://deeplearning4j.org/compare-dl4j-torch7-pylearn#torch 



3.2 Deep Learning Tools 

• Theano 

‐ From University of Montreal, Written in Python 

‐ High-level wrappers: Keras, Lasagne 

‐ Pros and Cons1) : 

(+) Python + Numpy 

(+) Computational graph is nice abstraction 

(+) RNNs fit nicely in computational graph 

(-) Hard to navigate, debug, refactor 

(-) Large models can have long compile times 

(-) Not enough pre-trained models 

1) Stanford CS231n Andrej Karpathy, https://deeplearning4j.org/compare-dl4j-torch7-pylearn#theano 



3.2 Deep Learning Tools 

• TensorFlow 

‐ From Google, Apache 2.0 license, Written in C++, Python 

‐ Very similar to Theano 

‐ Pros and Cons1) : 

(+) Python + Numpy 

(+) Computational graph abstraction, like Theano 

(+) Easy Visualizations 

(+) Multi-node training 

(-) Hard to hack into the networks 

(-) Training time is slower than others right now 

(-) Not enough pre-trained models (but it will get better) 

1) Stanford CS231n Andrej Karpathy, https://deeplearning4j.org/compare-dl4j-torch7-pylearn#tensorflow 



3.2 Deep Learning Tools 

• Overview1) 

1) Stanford CS231n Andrej Karpathy 

  Caffe Torch Theano TensorFlow 

Language C++, Python Lua Python Python 

Pre-trained Model Yes ++ Yes ++ Yes (Lasagne) Not enough 

Multi-GPU: 

Data parallel 
Yes Yes Yes Yes 

Multi-GPU: 

Model parallel 
No Yes Experimental Yes (best) 

Readable source code Yes (C++) Yes (Lua) No No 

Good at RNN No Mediocre Yes Yes (best) 



3.3 Top Deep Learning Projects 

• Popular GitHub Projects related to Deep Learning1) 

1) https://github.com/aymericdamien/TopDeepLearning 

…
 



4. Wrap-Up 



4.1 Open Access, Source & Dataset 

• Open Dataset 

Deep 
Learning 

Open 
Access 

Open 
Source 

Open 
Dataset 



4.1 Open Access, Source & Dataset 

• Open Dataset 

‐ ImageNet 

‐ Microsoft COCO Dataset 

‐ Google Open Images Dataset 

‐ Youtube 8M Dataset 

‐ Facebook Question Answering Dataset 

‐ And so on… 



4.2 Become a Deep Learning Hacker 

• You can become a Deep Learning Hacker! 

‐ Open Access 

‐ Open Source 

‐ Open Dataset 

‐ And Open Courseware (MOOC) 

. Coursera 

. Udacity 

. edx 



4.2 Become a Deep Learning Hacker 

• George Hotz (comma.ai CEO) 

‐ Hacked the iOS device, Playstation3 … 

‐ Developed Deep Learning based self-driving car 



4.2 Become a Deep Learning Hacker 

• Jeff Dean (Google Senior Fellow) 

‐ GFS(Google File System), MapReduce, BigTable … 

‐ TensorFlow, Google Brain Team Leader 



Thank you. 


