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1. Deep Learning overview
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1.1 Machine Learning & Neural Nets

* Machine Learning Algorithms

- SVM(Support Vector Machine)

Unsupervised Supervised
|
o * Clustering & Dimensionality reduction * Regression
§ - K-means i = Liner
= - LDA(Latent Dirichlet Allocation) : - Polynomial
S - SVD(Singular Value Decomposition) | * Decision Tree
~ - PCA(Principal Component Analysis) i * Random Forests
: [ * Artificial Neural Networks ]
I
__________________________________ f_______________________________
8|+ Gaussian Mixture : * Classification
g * HMM(Hidden Markov Model) i - Logistic Regression
% : - Naive-Bayes
- |
|



1.1 Machine Learning & Neural Nets

 Artificial Neural Networks (ANN)
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1.1 Machine Learning & Neural Nets

« More hidden layer, more powerful
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1.1 Machine Learning & Neural Nets

« But, More hidden layer, hard to train!
=>»Why? The vanishing gradient problem & so on...

hidden layer 1  hidden layer 2 hidden laver 3

input layer

Derivative of sigmoid function
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Michael Nielsen (2015), http://neuralnetworksanddeeplearning.com/



1.1 Machine Learning & Neural Nets

 Breakthrough!

 Hinton, Osindero & Teh
« A Fast Learning
i Algorithm for Deep
y Belief Nets », Neural
Computation, 2006

- « Bengio, Lamblin,
Popovici, Larochelle

« Greedy Layer-Wise
Training of Deep
Networks », NIPS’2006

 Ranzato, Poultney,
Chopra, LeCun
« Efficient Learning of
Le Cun Sparse Representations

New York :
with an Energy-Based
Model », NIPg’ZOOG

g F e
Bengio
Montreal




1.2 What is Deep Learning

Deep Neural Networks + Machine Learning = Deep Learning

Input #1 —
* Neural Networks N

- 1~2 hidden layers o #2

Input #3 —

Input #4 —

* Deep Neural Networks
- More hidden layers, complex
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1.2 What is Deep Learning

Deep Neural Networks + Machine Learning = Deep Learning

Input #1
* Neural Networks

- 1~2 hidden layers ~ wut#2

Input #3 —

Input #4 — N

* Deep Neural Networks
- More hidden layers, complex
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1.2 What is Deep Learning

Deep Neural Networks + Machine Learning = Deep Learning

* Fully-Connected / Undirected
- DNN(Deep Neural Networks)

- RBM(Restricted Boltzmann Machine)
- DBN(Deep Belief Network)

e Convolutional
LeNet

AlexNet, VGGNet
GoogleNet
ResNet

» Recurrent
- LSTM(Long Short-Term Memory)

- GRU(Gated Recurrent Unit)

- Memory Networks

hidden layer 1 hidden layer 2  hidden layer 3

input layer




1.2 What is Deep Learning

Deep Neural Networks + Machine Learning = Deep Learning

« Activation Function region1 ¥ | Region2 region1 Y| Region2
- ReLU(Rectified Linear Units)
- Leaky RelLU : § i
- Maxout .
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1.3 Why Deep Learning?

« The state-of-the-art in speech recognition, visual

object recognition

1009{,,} According to Microsoft’s
speech group:
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Speech Recognition

1) ImageNet Large Scale Visual Recognition Challenge (ILSVRC)
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University of XRCE/INRIA OXFORD 151 12139 139

149
Amsterdam

Supervision Clarifai Googlenet

Visual Object Recognition
(ILSVRCYD)



1.3 Why Deep Learning?

« Deep Learning Everywhere

':(D:' Google DeepMind {8 AlphaGo

Challenge Match
8 - 15 March 2006

Speak now

Hi, how can | help?




1.3 Why Deep Learning?

« Why is Deep Learning working so well?
=>» Learning multiple levels of representation/abstraction
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2. Why is Deep Learning growing so
fast?



2.1 Why is Deep Learning growing so fast?

« Big Data & High Performance Computing(HPC)

Deep
' Learning ‘
High
Performance
: Computing
Big Data (e.g. GPU,
Distributed

computing)

1) Hadoop, Spark



2.1 Why is Deep Learning growing so fast?

« The shoulders of giants

"If I have seen further than others,
it is by standing Upon the shoulders of giants.”

— Issac Newton




2.1 Why is Deep Learning growing so fast?

* Open Access & Open Source

Deep

’ Learning ‘

Open Open
Access Source

opeuaAccess o open source



2.2 Open Access

« "Open access refers to online research outputs that
are free of all restrictions on access (e.g. access
tolls) and free of many restrictions on use (e.g.
certain copyright and license restrictions).” from wikipedia




2.2 Open Access

« arXiv.org : repository of e-prints of scientific papers
- Open access to e-prints in Physics, Mathematics, Computer Science,
Quantitative Biology, Quantitative Finance and Statistics

- Many Deep Learning researchers submit papers

- So, you can find NIPS, ICML, ICLRY papers at arXiv.org

Many computer Science researchers are complaining that our emphasis on highly selective conference
publications, and our double-blind reviewing system stifles innovation and slow the rate of progress of Science
and technology.

HOME This pamphlet proposes a new publishing model based on an open repository and open (but anonymous)
BLOG/NEWS reviews which creates a "market" between papers and reviewing entities.

B NEWS/UPDATES:

PUBLICATIONS

arXiv Papers 2013-10-16: The ICLR 2014 call for paper is out. We will use the same open review process as last year.

G-Scholar Profile e 2013-10-10: A number of workshops have adopted open reviewing model of ICLR 2013. The list includes
SOFTWARE the Inferning 2013 Workshop, and the Third International Workshop on Automated Knowledge Base
CBLL Construction (AKBC) 2013. They both used OpenReview.net

RESEARCH e 2013-05-13: At the ICML'13 Workshop on Peer Review and Publishing Models, David Soergel presented a

paper co-authored with Adam Saunders and Andrew McCallum (who are behind OpenReview.net). The

%EW paper entitled Open Scholarship and Peer Review: a Time for Experimentation talks about OpenReview.net
[Fee— and reports results of a survey of ICLR 2013 authors, reviewers and participants.
DVu « 2013-01-18: My Google+ post prompted an interesting discussion. Several websites have linked to it and
LENET generated discussions of their own, including Reddit.com/r/Machinelearning, Ycombinator
Epp— ® 2013-01-15: The International Conference on Learning Representations (ICLR 2013) is using a reviewing
MNIST OCR DATA L r P . ; . .
model similar to the one described in this pamphlet. The web infrastructure is OpenReview.net which was
NORB DATASET developed by Andrew McCallum and his team as UMass Amherst, particularly David Soergel
MUSIC o This pamphlet was the basis of Shirley Zhao's 2012 Master's thesis, in which she worked out in detail how
PHOTOS this could be implemented. Shirley is now Physical Science Librarian at Dartmouth
— e This pamphlet was linked by John Langford's ML blog, with comments from readers.
HOBBIES
CASTEE  THE SHORT STORY:
LINKS
et Our current publication system should be redesigned to maximize the rate of progress in our field. This means
CQLVR accelerating the speed at which new ideas and results are exchanged, disseminated, and evaluated. This also
DS means minimizing the amount of time each of us spends evaluating other people's work through reviewing and
. H H CS Dept sifting through the literature. A major issue is that our current system, with its emphasis on highly-selective
1) NIPS : Conference on Neural Information Processing Systems [ conferences. 1+ highly biased againgt inmovative deas and favors incremental tweaks on wel-eatablished

methods. Ideas that turn out to be highly influential are sometimes held up for months (if not years) in
reviewing purgatory, particularly if they require several years to come to maturity (there are a few famous
examples, mentioned). The friction in our publication system is slowing the progress of our field. It makes
progress incremental. And it makes our conferences somewhat boring.

ICML : International Conference on Machine Learning

ICLR : International Conference on Learning Representation




2.3 Open Source

« GitHub : a web-based Git repository hosting servic

- Many Deep Learning researchers open the algorithm implementation

codes

- The codes are mainly released under BSD, MIT, Apache license

Deep Residual Learning for Image Recognition KaimingHe / deep-residual-networks @Watch~ 140 kstr 1414 Frork | 536

<> Code

Pull requests 2 Projects 0 Wiki Pulse Graphs
Kaiming He Xiangyu Zhang Shaoging Ren Jian Sun
Microsoft Research
{kahe, v-xiangz, v-shren, jiansun} @ microsoft.com

Deep Residual Learning for Image Recognition

v 1br 0 releases MIT
o Abstract "\ ; . e
r‘q Z 1 B Branch: master v New pull request Create new file  Upload files ~ Find file __
; Deeper neural networks are more difficult to main. We — § | :
© present a residual learning framework io ease the uaining My s
~  of networks that are substantially deeper than those used H R
== previously. We explicitly reformulate the layers as learn- Ml
O ing residual functions with reference to the layer inputs, i ; " e (e : T T
T stead of learning unreferenced functions. We provide com- Figure 1. Training error (left) and test error (right) on CIFAR-10
——  prehensive empirical evidence showing thar these residual  With 20-layer and 56-layer “plain” networks. The deeper network
> networks are easier to oprimize, and can gain accuracy from s higher waining error, and thus test error. Similar phenomena B gitmodules
L - S . 5 on ImageNet is presented in Fig. 4
@] considerably increased depth. On the ImageNet dataser we Lcense
o evaluate residual nets with a depth of up to 152 layers—8x B LICENS
3 deeper than VGG nets [41] but still having lower complex-  Eneatly benefited from very deep models. B) READMEmd _—
' ity. An ensemble of these residual nets achieves 3.57% error Driven by the significance of depth, a question arises: Is ° N
. onthe ImageNet test set. T + as stacking more layers?
—  ILSVRC 2015 classificatioi juestion was the notorious README.md
W) on CIFAR-10 with 100 and O en Access : gradients [1. 9]. which O en Sou rce
o0 The depih of represent, seginning. This problem,
::: for many visual recognitic \;ﬂ_d by nﬂm;ﬂimd i:ﬂ"ﬂl-
' tremely deep representations, we obtain a 28% relative im- 1zanon |23, ¥, 51, 13] ana mtermediate normalization layers .
. provement im ri;‘.c COCO object detection dataset. Deep 161, which enable networks with tens of layers to start con- Dee P Residual Networks
1 residual nets are foundations of our submissions to ILSVRC ~ verging for stochastic gradient descent (SGD) with back-
& COCO 2015 competitions', where we also won the Ist  propagation [22].

Sun.

arXiv: |

e

places on the tasks of mageNet detection, ImageNet local-
ization, COCO detection, and COCO segmentation.

1. Introduction

Deep convolutional neural networks [22, 21] have led
to a series of breakthroughs for image classification [21,
50, 40]. Deep networks naturally integrate low/mid/igh-
level features [S0] and classifiers in an end-to-end multi-
layer fashion, and the “levels™ of features can be enriched
by the number of stacked layers (depth). Recent evidence
[41, 44] reveals that network depth is of crucial importance.
and the leading results [41, 44, 13, 16] on the challenging
ImageNet dataset [36] all exploit “very deep” [41] models,
with a depth of sixteen [41] to thirty [16]. Many other non-

When deeper networks are able to start converging, a
degradation problem has been exposed: with the network
depth increasing, accuracy gets saturated (which might be
unsurprising) and then degrades rapidly. Unexpectedly,
such degradation is not caused by overfitting, and adding
‘more layers to a suitably deep model leads ta higher train-
ing error, as reported in [11, 42] and thoroughly verified by
our experiments. Fig. | shows a typical example

The degradation (of training accuracy) indicates that not
all systems are similarly casy to optimize. Let us consider a
shallower architecture and its deeper counterpart that adds
more layers onto it. There exists a solution by construction
to the deeper model: the added layers are identity mapping,
and the other layers are capied from the learned shallower
model. The existence of this constructed solution indicates

By Kaiming He, Xiangyu Zhang, Shaogjing Ren, Jia

Microsoft Research Asia (MSRA)
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2.4 GitHub + arXiv

» GitXiv.com : a space to share collaborative open
computer science projects

= GitXiv
Receive the best of GitXiv right in your inbox. | | Get Newsletter

Collaborative Open Computer Science
View: Top New Best Daily

Neural Machine Translation in Linear Time

Bytenet model for character level language model using dilated convoultions

CONVOLUTIONAL NEURAL NETWORKS (CNN) DEEP LEARNING (DL) MACHINE LEARNING NATURAL LANGUAGE PROCESSING (NLP)
UNSUPERVISED LEARNING (UL)

Rationalizing Neural Predictions
DEEFP LEARNING (DL} NATURAL LANGUAGE PROCESSING (NLP) ﬁ

Sequential Neural Models with Stochastic Layers
Glue a deterministic recurrent neural network and a state space model together °
MACHINE LEARNING RECURRENT NEURAL NETWORKS (RNN)

Fully Character-Level Neural Machine Translation without Explicit Segmentation
map source character sequence to target character sequence without any segmentation ﬁ
AUTO-ENCODERS (AE) DEEP LEARNING (DL) MACHINE LEARNING

]Hhﬂh!lﬂi Bags of Local Convolutional Features for Scalable Instance Search
= Encoding the convolutional features of CNN using bag of words aggregation E\ o
COMPUTER VISION  CONVOLUTIONAL NEURAL NETWORKS (CNN)

?




3. Deep Learning Tools &
Open Source



3.1 Why is Deep Learning growing so fast?

« Remind “The shoulders of giants”

Deep |
Learning

7

—'n
oo ()

Open Source Deep Learning Tools

open source




3.1 Why is Deep Learning growing so fast?

« Implement a deep neural networks

[}
- 0: SOftmaX import tensorflow as tf
- import numpy as np
HRER
] o) N, D, H, C =64, , 100,
oy 2
BERRR P*"+ Plus x = tf.placeholder(tf.float32, shape=[None, D])
HHEE = ) y = tf.placeholder(tf.float32, shape=[None, C])

s : / \ wl = tf.variable( * np.random.randn(D, H).astype(np.float32))
i w2 = tf.Variable( * np.random.randn(H, C).astype(np.float32))

pEEEE

2. T; (2). .
B B B T . TlmeS B . Welght a = tf.matmul(x, wl)
== a relu = tf.nn.relu(a)
RRRR scores = tf.matmul(a relu, w2)

BRRE probs = tf.nn.softmax(scores)

-] W(z)_ Welght S(l)‘ S|gmo|d loss = -tf.reduce sum(y * tf.log(probs))

ek e g : learning rate =

Eﬁﬁ : train step = tf.train.GradientDescentOptimizer(learning rate).minimize(loss)

BRRR B 1) Xx = np.random. randn{N, D).astype(np.float32)

BREE ph- plUS yy = np.zeros((N, C)).astype(np.float32)
[==] yyl[np.arange(N), np.random.randint(C, size=N)] =
]
Emgg with tf.Session() as sess:
B ) (1) sess.run(tf.initialize all variables())
PR T : TlmeS B : Welght for t in xrange(100):

L ~, loss value = sess.run([train step, loss],
EERE / \ feed dict={x: xx, y: yy})
== print loss value

BRERE (1), . .

s W' Weight X: Input
B
==
Deep Neural Nets Computational Graphs Code (call API of Deep Learning Tool)
B

L



3.2 Deep Learning Tools

« S0 many Open Source Deep Learning Tools

@ ‘> DL4J
Chainer Deeplearningdj

MINERvA  mxnet (D




3.2 Deep Learning Tools

« Caffe : convolutional Architecture for Fast Feature Embedding
- From U.C. Berkeley, BSD 2-Clause license, Written in C++

- Pros and Cons?V :
(+) Good for feedforward networks and image processing
(+) Good for finetuning existing networks
(+) Train models without writing any code

+) Python interface is pretty useful

-) Need to write C++ / CUDA for new GPU layers

-) Not good for recurrent neural networks

(
(
(
(-) Not extensible, bit of a hairball

1) Stanford CS231n Andrej Karpathy, https://deeplearning4j.org/compare-dl4j-torch7-pylearn#caffe



3.2 Deep Learning Tools

 Torch

- From NYU, BSD license, Written in C/C++, Lua

- Used a lot in Facebook and DeepMind

- Pros and Cons? :
(+) Lots of modular pieces that are easy to combine
(+) Easy to write your own layer types and run on GPU
(+) Lots of pre-trained models
(-) Lua

(-) You usually write your own training code (Less plug and play)

1) Stanford CS231n Andrej Karpathy, https://deeplearning4j.org/compare-dl4j-torch7-pylearn#torch



3.2 Deep Learning Tools

« Theano

- From University of Montreal, Written in Python
- High-level wrappers: Keras, Lasagne
- Pros and Cons? :
(+) Python + Numpy
(+) Computational graph is nice abstraction
(+) RNNs fit nicely in computational graph
(-) Hard to navigate, debug, refactor
(-) Large models can have long compile times
(_

) Not enough pre-trained models

1) Stanford CS231n Andrej Karpathy, https://deeplearning4j.org/compare-dl4j-torch7-pylearn#theano



3.2 Deep Learning Tools

 TensorFlow

- From Google, Apache 2.0 license, Written in C++, Python
- Very similar to Theano
- Pros and Cons? :
(+) Python + Numpy
(+) Computational graph abstraction, like Theano
+) Easy Visualizations
+) Multi-node training
-) Hard to hack into the networks
-) Training time is slower than others right now

(
(
(
(
(

) Not enough pre-trained models (but it will get better)

1) Stanford CS231n Andrej Karpathy, https://deeplearning4j.org/compare-dl4j-torch7-pylearn#tensorflow



3.2 Deep Learning Tools

e QOverview?d

Language
Pre-trained Model

Multi-GPU:
Data parallel

Multi-GPU:
Model parallel

Readable source code

Good at RNN

1) Stanford CS231n Andrej Karpathy

Caffe

C++, Python

Yes ++

Yes

No

Yes (C++)

No

Torch

Lua

Yes ++

Yes

Yes

Yes (Lua)

Mediocre

Theano

Python

Yes (Lasagne)

Yes

Experimental

No

Yes

TensorFlow

Python

Not enough

Yes

Yes (best)

No

Yes (best)



3.3 Top Deep Learning Projects

 Popular GitHub Projects related to Deep Learning!

Project Name Stars Description
TensorFlow 29622 Computation using data flow graphs for scalable machine learning.
Caffe 11799 Caffe: a fast open framework for deep learning.
MNeural Style 10148 Torch implementation of neural style algorithm.
Deep Dream Q042 Deep Dream.
w 2502 Deep Learning library for Python. Convnets, recurrent neural networks, and more. Runs on
eras
Theano and TensorFlow.
An independent, student-led replication of DeepMind’'s 2016 Nature publication, "Mastering
Roc AlphaGo 7170 the game of Go with deep neural networks and tree search™ (Nature 529, 484-489, 28 Jan
2016).
TensorFlow : . ;
"y : 6671 Models built with TensorFlow
Viodels
Turn your two-bit doodles into fine artworks with deep neural networks, generate seamless
MNeural Doodle 6275 textures from photos, transfer style from one image to another, perform example-based
upscaling, but wait... there’s more! (An implementation of Semantic Style Transfer.)
CMNTE 5957 Computational Network Toolkit (CNTK]).

TensorFlow

e | 5872 TensorFlow tutorials and code examples for beginners.
xamples

Deep Learning in Javascript. Train Conwvoluticnal Neural Networks (or ordinary ones) in yvour

ConviMet J5 5231
browser.
Torch 5133 Torch?, Deep Learning Library.
OpenFace 4855 Face recognition with deep neural networks.
°
.
.

1) https://github.com/aymericdamien/TopDeepLearning



4. Wrap-Up



4.1 Open Access, Source & Dataset

* Open Dataset

Deep
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4.1 Open Access, Source & Dataset

* Open Dataset

- ImageNet

- Microsoft COCO Dataset

- Google Open Images Dataset

- Youtube 8M Dataset

- Facebook Question Answering Dataset

- And so on...



4.2 Become a Deep Learning Hacker

* You can become a Deep Learning Hacker!

- Open Access

- Open Source

- Open Dataset

- And Open Courseware (MOQOC)
. Coursera
. Udacity

. edx



4.2 Become a Deep Learning Hacker

» George Hotz (comma.ai CEQ)

s - Hacked the i0OS device, Playstation3 ...

¥ _ Developed Deep Learning based self-driving car

y ) 12 ‘::' e 3 | i
/7= 7<‘ r/\) |8 :
INSIDE HOYZ'S 7~ e

ACURA ILX

A 21.5-INCH SOREEN °~

DISPLAYS THE CAR’S /

AUTONOMOUS TECHNOLO!&

(THE OPERATING SYSTEM IS

UBUNTU LINUX), ALONG WITH

FEEDS FROM THE CAMERAS = cmn ‘

AND LIDAR SYSTEMS = THE GLOVE -COMPARTMENT

d e HAS BEEN TURNED INTO\

' 3 A COMPUTING HUB WITH
HOTZ ADDED A JOYSTICK \ A MINI PC, A NETWORKING =
TO THE CAR’S CENTER Y 4 SWITCH, AND GPS SENSORS
CONSOLE. A PULL OF THE ]
TRIGGER ENGAGES THE

SELF-DRIVING SYSTEM



4.2 Become a Deep Learning Hacker

« Jeff Dean (Google Senior Fellow)

- GFS(Google File System), MapReduce, BigTable ...

- TensorFlow, Google Brain Team Leader

9 Quﬂl'a | Ask Question Read

: g Jeff Dean  Systems Engineering Deep Leaming  Computer Programming &

How did Jeff Dean switch from infrastructure and
systems engineering to deep learning so quickly?
To do what they did with Deep Learning | imagine you have to have an expert level
understanding.

Considering he spent his entire career doing infrastructure and system engineering work, |
was wondering how could he switch his area of expertise so quickly?

| feel that | am missing something, lik... (more)

# Answer Request » | Follow 151 Comment Share Downvote




Thank you.



