2020
SJHSW
I AEIS

>
/ / ®
/ // / / //‘\v | {

\
\

\

Q il g P TR A n,p: FEFAMATIGE

Ministry of Science and ICT



2020 2THSW HIAE|

Opensource
Project
DevOps Art

beNX
DevOps 2 X| 04

AN XK O
T:'>——|—c§.|

(jupitersong47@gmail.com)




» DevOps engineer & AWS Container hero

Developer / Community / Heroes / ...

Juyoung Song

- Cnnneci with Juyoung

& Juyoung Song, DevOps Engineer at beNX
@ Seoul, Korea
« Hero since 2019

Juyoung Song is a DevOps Engineer at beNX. He is currently in charge of transforming the legacy-
cloud systems into modern cloud architecture to bring global stars such as BTS and millions of fans
together in the digital sphere.

Previously he was at Samsung Electronics as a DevOps Engineer where he shared best practices and
migration of modern cloud architectures. Samsung Account is an account platform which serves
more than 900,000,000 users, and he contributed to the non-stop migration of Samsung Account
from on-premises to AWS cloud.

Juyoung has spoken regularly at AWS-organized events such as AWS Container Day, AWS Summit,
and This is My Architecture. Furthermore, he organized and spoke at various Meetups like AWS Korea
User Group and DevOps Korea, about topics such as ECS and Fargate, and its DevOps best practices.
He has carried on his expertise to writing, by producing written content for blogs and IT magazines in
Korea. He is interested in building hyper-scale DevOps environments for containers using AWS
CodeBuild, Terraform, and various open-source tools. His goal is to grow from DevOps engineer to
DevOps producer, and ultimately DevOps Artist to maximize performance, work-emotion, cost, tools
and methodology to build cloud-native services.

DevOps engineer at beNX (Weverse)
AWS Container hero

AWS =2 AL XI1E DevOps organizer
Project DevOps Art administrator (https://github.com/DevopsArtFactory)

Youtube (https://youtube.com/c/devopsart)
DevOps workshop (https://devops—art—factory.gitbook.io/devops—workshop) 2
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https://youtube.com/c/devopsart

» Introduction

— What is DevOps ?
— Project DevOps Art
— Deployment best practices ( feat.goployer )

— Testing best practices ( feat. bigshot )



» What is DevOps 7

DevOps

What is DevOps 7
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» What is DevOps ?
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» \What is Project DevOps Art ?

Project DevOps Art

From Tech to Art



» Project DevOps Art

Be Art from

Concept Art

DevOps Art

DevOps E=te| SHIE 7HE A 0|5l 2F & stof|
7|ukst o| Ak
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— Sharing Infrastructure as Code for best
practices

— CLI for automation

—  Opensource deployment tool

— Opensource testing tool

—  Online workshop

Github: https://github.com/DevOpsArtFactory




» What is DevOps ?

Deployment best practices

Goployer
(feat. Declarative Infrastructure as Code)

Project goployer: https://github.com/DevopsArtFactory/goployer



» Continuous Integration

S s> o >> S YA SRS

Continuous Integration
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» Continuous Delivery

S s> o >> S YA SRS

Continuous Integration

Continuous Delivery >
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» Infrastructure as Code

S s> o >> S YA SRS

Infrastructure as Code
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» S/W Cycle & Infrastructure as Code

S s> o >> S YA SRS

Infrastructure as Code

Modern Infrastructure as Code >

e Sourcecode repo
e Accounts

o Test

e Deploy

e Monitoring

13
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» S/W Cycle & Infrastructure as Code

S s> o >> S YA SRS

Infrastructure as Code

Infrastructure as Code >

Imperative vs Declarative
(EEY) (M)
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> https://goployer.dev — Opensource deployment tool

goployer O # B4
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https://goployer.dev

» Best practices for deployment

Best practices

Immutable Infrastructure e Servers are never modified after they're deployed.
e |If server has some problem, terminate it!
e If something needs to be updated, do deploy!
e Do troubleshooting !
But do not change something in server
e Ensure each phase is the same

e Create and use golden AMI by Packer

16



& goployer deploy 1.create instance

Admin new v002
1.Notify Slack

exists v001




\

2.userdata boot up

& goployer deploy 1.create instance

Admin new v002

exists v001



2.userdata boot up

1.create instance

& goployer deploy 3.healthcheck

Admin new v002

3.Notify Slack

exists v001




2.userdata boot up

1.create instance

& goployer deploy 3.healthcheck

Admin new v002

4 Notify Slack

4 Terminate exist ASG

exists v001

Blue/Green deployment!




& goployer deploy

Admin v002

5. Notify Slack




» Best practices for deployment = e

- project=test
- repo=hello-deploy

stacks:
- stack: artd

Best practices poting_ineril: 30

env: dev

replacement_type: BlueGreen
iam_instance_profile: app-hello-profile
ebs_optimized: true

block_devices:

- device_name: /dev/xvda
volume_size: 15
volume_type: "“gp2"

Deployment as Code - device_name: /dev/xvdb
volume_type: "st1"
volume_size: 500

capacity:
min: 1
max: 2

desired: 1
autoscaling: xautoscaling_policy
alarms: xautoscaling_alarms
lifecycle_callbacks:
pre_terminate_past_cluster:
- service hello stop

regions:
- region: ap-northeast-2
instance_type: t3.medium
ssh_key: test-master-key
ami_id: ami-01288945bd24ed49a
use_public_subnets: true
vpc: vpc-artd_apnortheast2
detailed_monitoring_enabled: false
security_groups:
- hello-artd_apnortheast2
- default-artd_apnortheast2
healthcheck_target_group: hello-artdapne2-ext
availability_zones:
- ap-northeast-2a
- ap-northeast-2b
- ap-northeast-2c
target_groups:
- hello-artdapne2-ext 2222



» Best practices for deployment

Best practices
e |f move it, measure it
e Get insight from everything
e metrics.yaml
Measurement
e AWS NoSQL Service DynamoDB
o Deployment info: code, date

o Metric for server: Uptime,

o Stats: RequestCounts,

23



» Best practices for deployment

identifie deployment_statu config -~ release-notes ~

hello-v  terminated {"manifest":"deployments/hello.yml","manifest_s3_region":"","ami":"ami-0c8916... By goployer

hello-v  deployed {"manifest":"deployments/hello.yml","manifest_s3_region":"","ami":"ami-0c8916... By goployer

hello-v  terminated {"manifest":"deployments/hello.yml","manifest_s3_region":"","ami":"ami-0c8916... By goployer
terminated_date ~ statistics_record_time ~ start_date ~ deployed_date ~ uptime_hour ~ uptime_minute -~

2020-08-26T07:46:12Z 2020-08-26T07:46:13Z 2020-08-24T07:44:44Z 2020-08-24T07:47:17Z 47.982126 2878.927542
2020-08-24T07:49:51Z 2020-08-24T07:49:52Z 2020-08-20T07:12:47Z 2020-08-20T07:15:20Z 96.575374 5794.522468
2020-08-20T07:18:25Z 2020-08-20T07:18:26Z 2020-08-19T14:17:32Z 2020-08-19T14:20:06Z 16.972187 1018.331204
2020-08-14T01:57:24Z 2020-08-14T01:57:24Z 2020-08-14T00:45:02Z 2020-08-14T00:47:36Z 1.163491 69.809457

2020-08-25T00:00:00Z Number : 26108.0375
2020-08-07T10:00:00Z2 Number : 206330.3375

2020-08-25T01:00:00Z Number : 25123.55
2020-08-07T11:00:00Z Number : 108170.0625 D50 G EHOB 0008 Hnbar i JEEEY. 558
2020-08-07T712:00:002 Number : 395182.6625 2020-08-25T03:00:00Z Number : 36676.825

2020-08-25T04:00:00Z Number : 32434.390554
2020-08-07T13:00:00Z Number : 266578.0125 i3

2020-08-25T05:00:00Z Number : 46389.233862
2020-08-07T14:00:00Z2 Number : 144047.7625 N

24



» Best practices for deployment

Best practices

e Enable/Disable automate load test
e Integrated with Vegeta

o https://github.com/tsenart/vegeta

o Simple http loadtest tool

Test o Support Go library

25


https://github.com/tsenart/vegeta

» Best practices for deployment

stacks:
- stack: artd

polling_interval: 30s

account: dev

env: dev

assume_role: ""

replacement_type: BlueGreen

iam_instance_profile: 'app-hello-profile’

ansible_tags: all

ebs_optimized: true

api_test_enabled: true

instance_market_options:
market_type: spot
spot_options:

block_duration_minutes: 180

instance_interruption_behavior: terminate # terminate / stop / hibernate

max_price: 0.3
spot_instance_type: one-time # one-time or persistent
block_devices:

- device_name: /dev/xvda
volume_size: 10
volume_type: "gp2"

- device_name: /dev/xvdb
volume_type: "stl1"
volume_size: 500

capacity:

min: 1

max: 2

desired: 1

autoscaling: xautoscaling_policy
alarms: xautoscaling_alarms
lifecycle_callbacks:
pre_terminate_past_cluster:
- service hello stop

api_test_template:
name: api-test
duration: 5s
request_per_second: 10
apis:
- method: GET
url: https://example.com
- method: POST
url: https://example.com/post
body:
- 1d=1234
- username=art
- test=test

API: API URL Endpoint
Duration: 4.90s

Wait: 10.00ms

Requests: 50

Rate: 10.20

Throughput: 10.18

Success: 1.00

Latency P99: 64.00ms

API: APl URL Endpoint
Duration: 4.90s

Wait: 11.00ms

Requests: 50

Rate: 10.20

Throughput: 0.00

Success: 0.00

Latency P99: 65.00ms

26



» Best practices for deployment

Best practices
e Easytouse ASG
e FEasy to predict
e Support spot instance

e Support scheduled instance

Cost effective EC2 Pricing Model Score

(normalized RI hours + normalized Savings Plans hours +

normalized Spot hours) / (total normalized EC2 hours)

27



» Best practices for deployment

Best practices

e FEasytouse ASG
e FEasy to predict
e Support spot instance

e Support scheduled instance

Cost effective EC2 Pricing Model Score 92%-97%

(normalized RI hours + normalized Savings Plans hours +

normalized Spot hours) / (total normalized EC2 hours)

28



» What is DevOps ?

Testing best practices

(feat. Declarative Synthetic testing as Code)

Project bigshot: https://github.com/DevopsArtFactory/bigshot .
T



» Best practices for Synthetic monitoring

Synthetic Monitoring

Synthetic monitoring <
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A way to check if application is down

(Measure SLASs)

A way to check a baseline for performance trends

across regions

A way to measure performance for application during peak
and off traffic periods.

A way to check if the problem caused by 3rd party service.

A way to do “Real user monitoring”

30



» Global service

O Regions (o) (o)
© Coming Soon

31



» Bigshot architecture
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» Bigshot architecture with Lambda — Cost effective
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» Testing as Code

w98 25 _devops 6:53PM
' P

name: base-production
timeout: 300
interval: 300
slack_urls:
- https://hooks.slack.com/services/XXXXXXXXX/31234141233/XXXXXXXX
targets:
- url: https://XXXXXXXXX.10
method: GET
url: https://api.xxxxxxxxx.1i10/api/vl/get/example
method: GET
header:
authorization: Bearer XXXDDAJSKLDJQKWIDKASJDAKSDJIKASIDKASJIDAKSDIKAJSFKAJHSDQWOIEQOUIWR!@#!OKEDASDKSDJ]
url: https://google.com
method: GET

# Region configurations
regions:
- region: ap-northeast-2
- region: eu-west-1
- region: us-east-1

ZFAUS devops 6:53 PM
2% Testing as Code !! L{§ ZtChstn H7| E4|Q.




» Best practices

23:30 2331 2332 23:33 23:34 23:35

B amawsiambda:ap-n arn:aws:lambda:eu-w arn:aws:lambda:us-ei

- Testing as Code
- Muiltiple regions

- Cost effective

35



» Project DevOps Art

Project DevOps Art



