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Next cloud computing : Cloud Federation
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- += M EfE - virtualization and cloud computing

Scale is based on the average worldwide traffic of cloud computing in all years. Learn more
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01. Virtualization 1N ' 01. Cloud Computing
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02. Business Intelligence "V‘vf"‘ 02. Advanced Analytics
Il 03. Cloud Computing

04. Green IT 7 04. IT for Green

06. Social Software & Networking 06. Social Computing

07. Web-Oriented Architecture |

08. Enterprise Mashups
— 09. Virtualization for Availability
110, Servers - Beyond Blades

B odified for 2010 I nNew for 2010 B Dropped for 2010 Gartner.
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> The hottest trend in servers technology is virtualization
— becoming a default by 2009

<& X :Server Virtualization, Tom Bittman, Gartner Synposium ITXPO 2005>
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Cloud computing is a model for enabling convenient, on-demand network
access to a shared pool of configurable computing resources (e.g., networks,
servers, storage, applications, and services) that can be rapidly provisioned and
released with minimal management effort or service provider interaction.

* Definition by NIST(National Institute of Standards and Technology)
. _/
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CRs : Computing Resources ""1‘-XH/D|EH

A pool of abstracted, highly scalable, and managed compute infrastructure capable

of hosting end-customer applications and billed by consumption”
* “Is Cloud Computing Ready for The Enterprise?”, Forrester Research
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SaaS
Software as a Service

PaaS

Platform as a Service

Infrastructure as a Service

* Application delivered as a service to end-users over the internet

54 -‘ff)r%ua cormn TV NeTsuiTE'

CGoogle apps _;.0 webex

Tlenera
L Dynamics CR

SuccessFactors

People Performan

* App development and deployment platform delivered as service

orce.com-

platform as a service

Pg, webex connect
’:_ & i
2 o Windows Azure

inTuiT
Intuit Partner Platform
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« Server, storage and network hardware and associated software
delivered as a service

amazon === '
webservi?eSm E =S 1l‘-—--""")'.
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Application runs
on-premises

*Bring my own
machines, connectivity,
software, etc.
*Complete control and
responsibility

*Upfront capital costs
for the infrastructure

Application runs at a

hoster

*Rent machines,
connectivity, software
*Less control, but
fewer responsibilities
sLower capital costs,
but pay for fixed
capacity, even if idle

Application runs using
cloud platform

Pay someone for a pool of
computing resources that can
be applied to a set of
applications
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Cloud Federation — Cloud Interoperability

Inter-Cloud

Federated Cloud
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78, EASI-CLOUDS =X E= SRt AS A1 X SW A8 A4 HIE =E(2010)

—1 = T =

X EASI : Extendable Architecture and Service Infrastructure
SdE dz2AYSE ATt HEL =TS(CCIF, DMTF, S)(2009)

X CCIF : Cloud Computing Interoperability Forum, DMTF : Distributed Management Task Force
2=2 201540HK S5 AIAE L XX SAREC 228 XA & A7 HES 2H(GICTF,
AIST S1(2010)

X GICTF : Global Inter-Cloud Technology Forum
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X ITU-FGOCC : International Telecommunication Union-Focus Group On Cloud Computing
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Current Mid Term Long Term
s a s ™ Id -1
Private: Intel Network Private: Intel Network 1 Private: Intel Network
Hosting Platforms Build/Grow Enterprise Private Cloud L Evaluate Hybrid Clouds. Federated laas
Office/Enterprise Design Grid Office/Enterprise, Design Grid Office/Enterprise, Design Grid
Legacy Environments Legacy Environments Legacy Environments
T r F8 Igemai Rl Iat_ema! IE]t_ernaI
- - ’ ients ’ ‘ ients ients
J \. J J
[ E
I n te External Clients External Clients
' Y s N ~
Public: Internet Public: Internet
g S ~— S -_—
E gl E g ¢
laas > | Saas i EES N Saas P SaaS
— y 4 " " L
g - [obscarh S - Caching - Jobsearch - Caching - CRM ——
= Benefits/Stocks = Benefits/Stocks = Backup and = Benefits/Stocks
= Sales restore - |ob search
= Client image/VM = Sales
= Storage = Productivity
= Manageability = Collaboration
|- J | J . J

CRM - customer relationship management; laas - Infrastructure as a service; Saas - Software as a service; VM - virtual machine

Virtualization as
Foundation Cloud Computing

Abstraction

Consolidation

TNInir
CISCO.

(¥ T

Unified Computing

LT

Unified Fabric

Data Center Networking
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Virtualization

Improved Flexibility.
Responsiveness

Virtualized

Data Center

Physical Data

Automation

Policy-based Ada itive
Infrastructure

Private
Cloud

Center

(Egaa) [
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Step 1
Consolidation

Consolidation
& Modernization
of Resources

Server Consolidation
Tiered Storage
Consolidation

Consolidation of Network
Services

Consolidation of Disparate
Applications

Consolidation

Modernization

Power & Cooling

High Performance
Computing

Abstraction
& Resource Pooling

Server & Storage
Virtualization

Desktop Virtualization

Virtualized Network
Services

Application Virtualization

Virtualization

Thin Client Computing

Green IT

Data Duplication

Step 3
Automation

Adaptive, Secure,

& Repeatable
Policy-Based Provisioning
& Management

ITIL-Based Repeatable
Processes

Multi-Tier Security

Multi-Tier Data Recovery

ITIL Service Management

Network Security

Data Center Security

Infrastructure Protection

Step 4
Utllity

Self-Service & Metering

Service Metrics & Metering

Service Level Aggemeﬁﬁ_

(SLAs)

Incident Responie
& Audit

o ————— -

Continuous Availability
& Failover

DR & COOP

Risk / Vulnerability
Management

Situational Awareness

Step 5
Cloud

On-Demand & Scalable

laas, Saas, Paas

R Ol UG e e e

Architecture

Inter-Cloud Federation

Integration of Web 2.0
& Web Portals

Cloud Internetworking

Integration

Provisioning

- - .
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v BERE S
% An Interconnected global “cloud of clouds” (kevin Kelly, 2007)
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Federated Cloud
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X 22l E HE2 Cloud Federation, Inter-Cloud, Cloud Interoperability 52| 0] 50| =xjk|0] Al25 ¢ = i
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Avoid additional delay caused by the

Service co nsumera increased load by means of alternating
data for access pointto other clqud A
provider ~ 7\

of access
attempts

Lease the required
quantity of resources
from the community
cloud

Exchange data such asi,’
information of consumér

Seryvice

4
} 5 e
g overload r 33 Dioie = ° Service 1
. | %1 D1str1b.ute the load on the own servers Provider v dommunit‘}iﬁéou d
; to outside the own cloud system : e

g, Service 1 -
wmw ﬁ<} 1] Return the processingto the

original cloud system when load
distribution becomesunnecessary

» =X : Focus GRour ON CLoub COMPUTING, GICTF E TRI
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200 ms to 300 ms

HY

o

Temporarily transfer consumer
ID, application and data to a

Use the services provided at
alocation near the consumer

Retrieve the data of access
destination tothe original one
when load distribution becomes
unnecessarvy

cloud system near the place the
consumeris visiting

b Hong éong Avoid network delay by

Ne:,; Dizilar] receiving services from
anothercloud system Z
g located close to current : ;

O Mumbai Bangkok conoumer‘s olace Business trip
o p. abroad
'Singapore
L5 Sydney
; - =]
0 Jakarta
» =X : Focus GRour ON CLoub COMPUTING, GICTF
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Select a cloud system to
be used for service

negotiation with other

cloud systems Service 2

”

recovery through /

Retrun task to DBs are copied and
the cloud system synchronized in
of Municipality A >3 advance :

Services of Municipality A become available by
accessing the cloud system used for recovery.

emotely activate the
application for Service 2
(some quality
requirements are satisfied
on a best-effort basis)

yD
Remotely activate the
application for Service 1
(to guarantee the
required quality)

Continue to provide services by recovering
each service of Municipality Aby usinga cloud
system other than that of Municipality A

» =X : Focus GRour ON CLoub COMPUTING, GICTF
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E 52 A|L}2|2(4/4)

SLA of Provider B
szailability
operating 99.9% i
Tatio) o Provider C SLA of Provider C
& S
Communicatio Guaranteed ~ SN A(Z?);lgl%lilrlltgy 99.9%
n quality (QoS) bandwidth S [N > ratio) ’
N
. N (N
Security § Communicatio Guaranteed
The consumer uses the . p \ n quality (QoS) | bandwidth
service because the ost goo ; —
provider introduced by ecurity
the broker satisfies his F o Cost medium

or her requirements B Quality
requirements .,
-Availability The broker compares the
(operatingratio): s . o
99 9% consumer’s quality requirements
-Communication (including priorities) with the SLAs
quality(QoS): of multiple providers, and
Guaranteed . K
bandwidth introduces the provider that meets
Security: the requirements of the consumer
- —\

The consumer asks the

broker to select a provider SLA of Provider A

that provi‘des a service Availabi.lity

which satisfies the (Olizrtai\g;ng 99.999%

consumer’s quality —

CO nsumer requirements Comnqumcatlo Best effort
n quality (QoS)
Cost good
» =X : Focus GRour ON CLoub COMPUTING, GICTF E "r R I
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Cloud A

Cloud B
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O ren Yourn Wind, Stare Your Tdea. ..

(Staning a apple matkes it half, Stharing an Tdea makes it tuwice !)

Thant you

djkang@etri.re.kr




