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l. Issus in Developing Al Services
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Al Opportunity and Challenges

Sty g However, practitioners face multiple
Al Opportunity: challenges when implementing such
Opportunity to transform their applications:
business by implementing * Environment Configuration: Ability to
o setup and maintain complex

sophisticated models for environments due to the multitude of
recommendation engines, ads Machine Learning frameworks available.

' T  Distributed Training: Ability to train
targetmg, Spe_e,Ch recognition, models in a distributed fashion to get
object recognition, bots, results faster. This requires specialized
sentiment analysis, predictive skills and complex code to manage.
analySIS’ and more. e Compute Power: Ab|||ty to run

parallelized workloads on GPUs for
maximum performances. This is essential
for Deep Learning applications.

* source: https://databricks.com/blog/2018/06/05/distributed-deep-learning-made-simple.html|
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Era of Al, but still there are many difficulties ...

e Diverse Al frameworks
* Diverse ML/DL libraries — Tensorflow, MXNet, PyTorch, Caffe2, Torch, theano

* Diverse form of data to the model

* Deliver data to the model on time

* Update model for understanding recent trends

* Interact from models to model for solving one problem

* Cloud dependency
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Journey from Data to Al Application
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Machine Learning in Real World

Machine
Resource Monitoring
: Management
Configuration Data Collection SERANG
Infrastructure
Analysis Tools
EF;eat;re Process
itiord Management Tools

Figure 1: Only a small fraction of real-world ML systems is composed of the ML code, as shown
by the small black box in the middle. The required surrounding infrastructure is vast and complex.

Data Data Feature Deep Learning Serving

Collection  Transformation Engineering  Machine Learning

Source: Future of data analytics (Intel, Open Data Science Conference 2017)
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Journey from Data to Al Application

Train
ML Model

Collect Select Select
Data Algorithm Framework

Integrate
with App
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Global IT Companies

Bigdata
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Cloud + Al

* Global IT Companies (Google, Amazon, IBM, MS)
* Provide cloud computing-based cognitive service and ML service platform
* Provide foundation for developing open source-based intelligent services and loT application

Whnalan s S
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Cloud + Al: Amazon Al

N
Al SERVICES REKOGNITION POLLY VOICE AND TEXT
IMAGE RECOGNITION TEXT-TO-SPEECH CHATBOTS
J
N
\
AMAZON AMAZON SPARK &
Al PLATFORMS MACHINE EMR SPARKML
LEARNING
J
J
\
[ AWS DEEP LEARNING AMI
Al FRAMEWORKS
APACHE TENSOR-
[ MXNET ] FLOW CAFFE ] [ TORCH ] [ THEANO ] [ CNTK [ KERAS
J
~
Al AMAZON EC2 P2 AMAZON EC2 AWS LAMBDA ENHANCED AWS I0OT AND
INFRASTRUCTURE AND G2 GPUS CPUS NETWORKING AWS GREENGRASS
J
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NNVM Compiler: Open Compiler for Al Frameworks

e Three chaIIenges: A typical framework NNVM Compiler
e Switch from one Al framework Various
Frontend c=a*b+ 2 frontends
* (e.g. pyTorch -> Caffe2)

* Multiple backends to guarantee l
performance Computation (®) 00 | NNVM

* Supporting multiple framework:  Graph ) l
requires enormous engineering
efforts VM

GPU-optimized * and +

CPU-optimized * and +

v

Various hardware
backends

Source: https://aws.amazon.com/ko/blogs/machine-learning/introducing-nnvm-compiler-a-new-open-end-to-end-
compiler-for-ai-frameworks/ 13
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NNVM Compiler: Open Compiler for Al Frameworks

* an end-to-end compiler based on the TVM stack that compiles
workloads directly from various deep learning frontends into

optimized machine codes. | |
Typical Workflow of NNVM Compiler

model from  graph, params = nnvm.frontend.from_xyz(...)
framework

!
Graph Optimizations compile graph, lib, params ="nnvm.compiler.build(
|

External Support graph, target=“cuda", {"data", data_shape}, params=params)
. Supported

....... Work in progress

module = graph_runtime.create(graph, lib, tvm.gpu(@))
deplo module.set_input (*+params)
ploy module. run(data=data_array)
output = tvm.nd.empty(out_shape, ctx=tvm.gpu(0))

More hardware
backends

module.get_output (@, output)

“ “ Separation of Optimization and Deployment

* Source: NNVM Compiler: Open Compiler for Al Frameworks
14
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Cloud + Al: Google Al

Use your own data to train models Ready to use Machine Learning models
TensorFlow Cloud Machine Cloud Cloud Cloud Cloud
Learning Engine Vision API Speech API Jobs API Translation
AP|
Cloud Natural Cloud Video Coming
Language APl Intelligence API soon

15
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Dialogflow: Build natural and rich conversational experiences

User Your app/bot/device API.Al platform Your fulfillment service

@4 &

. Input methods External APIs

=1

Webhook
(optional)

Actionable
Output methods data DB

* source: https://dialogflow.com
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Cloud + Al: Microsoft Al

Al SERVICES Al TOOLS

CONVERSATIONAL Al TRAINED SERVICES CUSTOM SERVICES CODING & MANAGEMENT TOOLS

VS Tools for
Bot Framework Cognitive Services Azure Machine Learning Machine
Learning

Azure ML Azure ML
Studio Workbench

AI | N FRASTRUCTU RE Others (Pycharm, Jupyter notebooks...)

Al ON DATA Al COMPUTE DEEP LEARNING FRAMEWORKS

Cosmos saL saL Batch Cognitive
DB DB DW Al ACS T(%olkit TensorFlow

Others (Scikit-learn, MXNet, Keras, Gluon...)
CPU, GPU, FPGA

Microsoft ML & Al products

Consume Build your own
(pre-trained and pre-built models) (Custom Models)
Cognitive Services CoreML & Vision Cognitive Services Azure Machine Learning Studio DSVM Al tools:
CNTK, TensorFlow (Custom Vision, Azure Notebooks CNTK (neural nets) . . ML Services and
(pre-trained) Custom Speech) VS Tools for Al

Easier / Less control / Application Developers Harder / Full control / Data Scientists

https://blogs.technet.microsoft.com

17
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Cloud + Al: IBM Al

IBM PowerAl Platform

PowerAl Software Distribution

Deep
Learning
Frameworks

SUppOrt]ng DIGITS OpenBLAS Distributed Bazel NCCL
Libraries Frameworks

Breakthrough performance for GPU accelerated applications,
Including Deep Learning and Machine Learning

\4

MLMODEL

Core ML model Core ML Your app

Build a production-ready iOS app 18
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BigData + Al: Databricks

Open source project announcements:

MLflow: MLflow (currently in aIpha)hi_s a cross-cloud open source framework
deaﬁned to manage the entire machine learning lifecycle and work with any
machine learning library.

Databricks Runtime for ML: Based on customer demand, Databricks announced
the new native and deelo integration of poIE)uIar ML libraries as part of the
Databricks Runtime, including xgboost, scikit-learn, numpy as well as TensorFlow,
Keras and Horovod. You can find more information here.

Analytics-ready Data with Databricks Delta: Simplify data reliability and
erformance of Apache Spark™ with Databricks Delta. Ensure your data is ready
or analytics. Watch the keynote by Apple and demo to learn more.

Unified Analytics Platform for Genomics: Accelerate discovery with a
collaborative platform for genomic data processing, tertiary analytics and Al at
massive scale. Read the blog and sign-up for our private preview.
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Al Opportunity vs. Challenges

Al Opportunity:

Today more than ever, data
scientists and Machine Learning
practitioners have the
opportunity to transform their
business by implementing
sophisticated models for
recommendation engines, ads
targeting, speech recognition,
object recognition, bots,
sentiment analysis, predictive
analysis, and more.

However, practitioners face multiple
challenges when implementing such
applications:

Environment Configuration: Ability to
setup and maintain complex
environments due to the multitude of
Machine Learning frameworks available.

Distributed Training: Ability to train
models in a distributed fashion to get
results faster. This requires specialized
skills and complex code to manage.

Compute Power: Ability to run
parallelized workloads on GPUs for
maximum performances. This is essential
for Deep Learning applications.

* source: https://databricks.com/blog/2018/06/05/distributed-deep-learning-made-simple.html|
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DATABRICKS WORKSPACE

Notebooks

Models m I C

Dashboards End to end ML lifecycle

Divide between Data and Al

; f\
01 \/

—

DATABRICKS RUNTIME

Databricks Delta —— </\Z — ML Frameworks
v

Reliable & Scalable Sp Q rK Simple & Integrated

f&)OCXJ §3 kafka Parquet F Tensorflow

o
o o
's' mahout

hadoop { mongoDB ‘) MATLAI

S kafka TERADATA 3as

/A Azure DATABRICKS CLOUD SERVICE
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Databricks Unified Analytics Platform

— ‘ Databricks Unified Analytics Platform —~

\
"o |
— | Databricks Notebooks
'_I_I
Hin EHHMD ] Real-time
F . :‘ @\ lLLUJ-”—‘f Analytics
Streaming Fundamental Data

Databricks Delta Tabl
Fundamenta Dt s 180 —[ mmp
O 2>/
Consolidated Data L\\_"}(ﬁ,g Machine
<. [ ) .>\ m @ (Databricks Delta Table) ( Learning

Streaming

i Price Dat €databricks -
Price Data Omtab Dot tsble DELTA Bai|

— Workspace
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ata riC S =)  APPLICATIONS

Deep Learning / ML

b
Production Jobs & Workflow Automation L\\_ﬁ%}

— 1\
LT
Streaming

PEOPLE —_—

Data Science
Interactive Data Science & Collaboration

| MM
Data Engineering
APACHE& (.)\
Fully Managed

gt
ey
~30 Optimized Data S Q"K
p . Auto-Tuning Platform
Data Warehousing

«_,fp,/( l;)""‘(_\
- Access Layer
Line of Business
_%ﬂ

| o End-to-End Security & Compliance
and many others...

e oD —  #hadoop

Data Warehouses Hadoop Storage

Cloud Storage
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loT + Al: GE Predix

Predix Cloud Applications

©F 1S = :
Energy
Analytics BigData Business Rules Connectors Data Flow Event Flow Machine Process Flow :

& Management Learning

Predix Industrial Services <
= Assets Analytics Data Security Operations
@%@ ........... S ‘ o
At H
C D Enterprise Systems
Cloud Foundry(PaaS) | Mnsgoststion

Data Infrastructure(laaS)

* source: http://www.amperaxp.com/ge-predix-and-amper/ 25
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loT + Al: GE Predix
O Digital

Focusing on the core Approach
Lead with Predix applications that drive
customer outcomes: APM, OPM, and
Adjacent ServiceMax
industrials . : -
Focus spend on Predix platform differentiation:
asset model, Edge to Cloud, Digital Twin
‘g R :"°'." o Partner for technology that is not
re sin‘:’mel?e'; differentiated (i.e. Cloud)
base in GE Prioritize go to market around GE business
Verticals verticals where win rate is ~2x higher
_ Customer examples
Strotegic
installed base * APM used at 1.3 GW power plant
- P HUBCO ° 1% efficiency gain on mixed fleet
» ~$18MM annual customer value
Predix APM, Predix Partner  Vertical-specific ) R
ServiceMax Solutions, solutions » APM used to improve asset availability
extensions Extend the Core VV ALE ° $1.4MM saved in production losses
Product Focus * ~$1.3MM revenue increase
=,
gL 3 : : S
(\cf‘@) Targeting $1B+ Predix-powered revenue and $0.4B of cost out in 2018 18

* source: https://www.zdnet.com/article/ge-to-hone-digital-efforts-leverage-additive-

. . . 26
manufacturing-as-it-focuses-on-core-businesses/
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Knowledge-converged Super Brain

@ HEHE Z2LETSI 0[S 8 @ w8z HO|EE Al © 7|AleE-AAFE01
@ EH[RIS] HME7FAA R EEot0 & 2[Aefete =M ® 0|5 - oY - 2|t A5 MH| A A

ol 42 \,‘ \

(o= - ol 223}
215 AH|A

22.3|243) - A5 AMH|A
—_— T ——

rhu ¥

V.
4 Az
AIA G[O]E}

28



Knowledge-converged Super Brain
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KSB Framework Approach

;1

Business application developer

deveop /deploy
; application
egister context/tule o am —
Domain {;"" e query service/da
expert "e:m Bree | Rl

x —
deveop /build

Model predictive mod

developer

=t ery service data

develop/register
SW module

5 1

S/W developer

Continuously
acrumulating experience

loT Platform

ETRI
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KSB Framework Concept

data processin L/DL model

deidentifi train/

cation predict
service service

knowledge

service

YFuntion blocks
y I/ 4 A(f/& /
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l _ 7/ '. |
ata proce AAAAAAAAAAA ;aﬂe ‘ ’ @
latfork " - : w’
: TensorFlow base n a REST API
> |
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KSB Framework Concept

DIY
Intelligence

BEE] De-iden

Knowledg
Service Service e

ML
Data API Predictive APl Knowledge inference

* API
t wris 4

Raw data /\

Data Algorithm

¢ X XN

Sensor/ external Data Model Domain
Device Repository engineer developer expert

Knowledge
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KSB Framework Overview
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KSB Framework Overview
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KSB Framework Architecture

KSB Framework Core

é KSB Client h QAHAEHO|E O Al K] 1/F

Reader Writer Operator Runner Controller
Vo Vo Vo \"/e] Vo
Sheduler Broker u u u u u

WebToollkit —
AT A EHEH| 0| A

(pag=e ,
mHZ17|) Engine Manager Engine Organizer & Manager

AP Controller
Aol=s Engine Orchestrator [ Rumer |

of

AT HHHEE

o : FA . :
Client SDK ME Engine Container

(Client API) e,
GIo|Eq W/F Z9/E Controller* Operator*
Runner* Reader* § Wiriter*
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KSB Framework Stack

KSB pre-built
services Ingestion De-identification
services services

ClientSDK Ingestion Streaming DL Train

5 AutoML
e- .
Rk identification b UG

Front-end Repository
APl GW (Data/Model/WF)

WebToolkit

Cross-domain services

Real-time
data services

loT
Analytics

Transfer
learning

Orchestrator

KSB Platform

AutoML DL Train
services services

DL Serving Cross-domain

Composite

ML Serving Serving

Engine Component Base

Engine Launcher

ETRI

Predict
services

Custom-built
Component
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ClientSDK

WebToolkit

Kaifka. BHYENIX 4o

A distributed streaming platform

A P A CH

HBA

(| MySaL:

. Ingestion pipeline

mongoDB  JoE £ A E E-I E‘"OI E‘I kal/I_'lI IH

KB pre-fpee
servidds Ingestion De-identification Real-time AutoM! DL Train Predict
services services data services services services services

loT

: DL Serving Cross-domain
Analytics

Ingestion Streerfiin ; ; *
g fing DL Train DistDL o

De- Transfer Composite Component

Data . e . ML Train AutoML

identification ML Serving

learning Serving

Repository
Front-end (Data/Model/WF)

Engine Component Base
Orchestrator

AP G Regstry (SW/Service) Engine Launcher

KSB Platform

ETRI



kafka.

A distributed streaming platfc Streaming pipeline

m}o| = 2}ol

KSB pre-b\ilt
services Ingestion De-identification
services services

——

Ingestion Streaming DL Train DistDL* -

ClientSDK

Analytics

De- Transfer

Data identification LSl ATl learning

Repository
Front-end (Data/Model/WF)

API GW

WebToolkit
Regstry (SW/Service)

KSB Platform

HBRASE

.-( -
kafka.
A distributed streaming platform

A A7t 1oE 2 E A H|O|

Real-time
data services

Orchestrator

AuteNiL DL Train Predict
services services services

DL Serving Cross-domain

Custom-built

Composite Component

ML Serving SeinE

Engine Component Base

Engine Launcher
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KSB pre-b
servicgs

ClientSDK Ingestion

DE] ]

Front-end
APl GW

WebToolkit

CH & & mo| Z 2l X

Ingestion De-identification Real-time
services services data services

loT

Streami DETTai istDL*
reaming &*Train DistDL Analytics

Des ML Train AutoML Transfer
#entification HEo learning

Repository
(Data/Model/WF)

Regstry (SW/Service)

Orchestrator

KSB Platform
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AutoML DL Train Predict
sersiies services services

DL Serving Cross-domain .
Custom-built

Composite Component

ML Serving SeinE

Engine Component Base

Engine Launcher



ETRI

JHeI% s 9 BIZE B B O] Ef H]AlE Nz

services

KSB composable components

Data components serving components
r

oL -
e M | o, (TSR
: .
e W ] |
Front-end (Data/Model/WF)

Repository
API GW

ClientSDK DL Serving |

Custom-built
Component

Engine Component Base

WebToolkit

Orchestrator

Regstry (SW/Service) Engine Launcher

KSB Client
KSB Platform
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J

KSB pre-builé
services Ingestion De-identification Real-time AutoML DL Irain Predict
services services data services services services services

loT

ClientSDK Ingestion Streaming DL Train DistDL* :
Analytics

DL Serving Cross-domain .
Custom-built

De- Transfer Composite Component

Data . e . ML Train AutoML

identification ML Serving

learning Serving

Repository
WebToolkit Front-end (Data/Model/WF)
APl GW

Engine Component Base
Orchestrator
Regstry (SW/Service) Engine Launcher

KSB Platform
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NAI o
predict (X)

SIol £4]

do_ca (X, Y)

(’J 2%0 5(‘)0 75’0 10‘00 12I50
N '\ Y,
(Test)

validate (X, Y)

Input (Train)

KSB pre-built
services Ingestion De-identification Real-time AutoML Dl Tiain Predict
services services data services services services services

ﬁ r—
loT

ClientSDK Ingestion Streaming DL Train DistDL* :
Analytics

DL Serving Cross-domain .
Custom-built

De- Transfer Composite Component

Data ML Train AutoML

identification ML Serving

learning Serving

Repository
WebToolkit Front-end (Data/Model/WF)
APl GW

Engine Component Base
Orchestrator
Regstry (SW/Service) Engine Launcher

KSB Platform
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S 71A1EE
(AutoML)

Decision Tree
Classification NG Input  Hidden Hidden Hidden ~Output

Decision Tree
Linear Regression
Random Forests

KSB pre-b &
services Ingestion De-identification Real-time AutoML DL Trai= Predict
services services data services services scrvices services

j ﬁ
ClientSDK Ingestion Streaming DL Train DistDL* - cl;l)\-/lzcics DL Serving Cross-domain
el

De- Transfer Composite Component

Custom-built

Data ML Train AutoML

identification ML Serving

learning Serving

Repository
WebToolkit Front-end (Data/Model/WF)
APl GW

Engine Component Base
Orchestrator
Regstry (SW/Service) Engine Launcher

KSB Platform
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Restful

Elgid 29 Op-Demand Al

KSB pre-built
services ingestion De-identification Real-time AutoML DL Train Predict

services services data services services servizes services

—_

loT

ClientSDK Ingestion Streaming DL Train DistDL* :
Analytics

DL Serving Cross-domain .
Custom-built

De- Transfer Composite Component

Data ML Train AutoML

identification ML Serving

learning Serving

Repository
WebToolkit Front-end (Data/Model/WF)
APl GW

Engine Component Base
Orchestrator
Regstry (SW/Service) Engine Launcher

KSB Platform
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.‘ .. .‘ A distributed streaming platform

Data pipeline
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KSB pre-built
services ingestion De-identification Real-time AutoML DL Train Predict
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loT

ClientSDK Ingestion Streaming DL Train DistDL* DL Serving Cross-domain

Custom-built

Analytics
De- Transfer Composite Component

Data ML Train AutoML

identification ML Serving

learning Serving

Repository
Front-end (Data/Model/WF)
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KSB Framework Key Feature

* End-to-end loT Intelligence
* From real-time streaming to streaming predictive serving
* Predictive serving APl to domain application serving API

e Easy of Use
* DIY Workflow Editor
* Develop and Deploy in One Place

e Extendibility
e Accumulating SW component
* Building Predictive Api using ML Model
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End-to-end Machine Learning Workflow
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Easy of use : DIY Workflow Editor o
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Easy of Use: Develop and Deploy in One Place
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Extendibility: Accumulating SW component
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Extendibility: Accumulating SW component
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U1l. Real-time streaming analytics with continuous

model update
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U2. Energy efficient building control (Prototype)
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U3. Chatbot (prototype)
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V. Conclusion



KSB vs. Al Platforms (Predix/Clova)

KSB Framework
Custom-built
services
KSB pre-built
services
KSB Composable Components
Serving
Component
Ingestion Data Analytics
ComponentflComponentfl Component

KSB Framework

Custom-built
Component

On-premise Infrastructure

k KSB

~

GUI based
>interface & SDK
for App developer

KSB
>SW developer API
& SDK

Custom microservices

Predix services
Asset
services

Data services

Analytics
services

CloudFoundary (Pivotal)

Cloud Infrastructure

End-to-End Security

Predix

CloudFoundary|
based
microservice Cl|

* Cl: Continuous Integration

ETRI

Naver Clova

Contents & sevices & loT

lle CEK Public API &
SDK

Clova Al services

.. Conversation
Vision APIs APIs

. Recommand
VelE2 AP ation APIs

Naver Clova Infrastructure

* CIC: Clova Interface Connec
Clova * CEK: Clova Extenstion Kiu
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Conclusion

KSB VISION is to create Intelligence information industry ecosystem and to spread
technology
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Conclusion
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Thank you !



