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Collaboration
Without
Boundaries



Technology is a
powerful force for
changing our lives



Collaboration among
individuals Is a
powerful force for
changing our lives



Open collaboration
around technology is a
powerful force to
understand and change
our lives and our world



Next generation of cloud

» Composable and cloud native
» Deployed across multiple cloud environments

» Virtualized compute, storage, networking, incorporation bare metal
and containers

» Better technology makes adoption possible for more organizations
and smaller teams

» Open Infrastructure — choice, integration and innovation ahead of the
hyperscale market



Open Source Software in Cloud “Native” Infrastructure
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OpenStack Introduction

OpenStack2 Oi+22| Compute, Storage, Network, Container,
Baremetal 2| AASE H|0{st12, O|E API HE{Z N|& 7ts5HH| s5t=
QEAA SW 7|Rte| SEIRE el=e} Z3iE O|Ct.

VIRTUAL MACHINES CONTAINERS BARE METAL

........................
- PROGRAMMABLE NETWORK

DEVELOPERS

ADMINS COMPUTE RESOURCES STORAGE RESOURCES
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OpenStack Introduction

100,000 187 Y

MEMBERS COUNTRIES ORGANIZATIONS

w QREnS tack PROJECTS  "MEMBERSHIP  EVENTS  ABOUT Join the OSF
Foundation

OPEN
INFRASTRUCTURE

With over 100,000 members in 187 countries,
the OSP¥helps open source communities build
thegeofliffrastructure operators need for
DataCenter Clouds, 5G, Edge, Containers,
Cl/CD and beyondiy

OSF PROJECTS SUPPORT THE OSF

-lBUILT BY THE FOUR OPENS, BUILT
BY THE COMMUNITY

Modern apps rely on automated infrastructure, from massive datacenter
clouds to the smallest edge nodes for loT and 5G, and none of it is
possible without open source software. This is Open Infrastructure: open »

source technologies enabling everyone to provide infrastructure for ’
SK ‘telecom




OpenStack Introduction

65,000.

COMMITS IN 2018

Average of 155 commits/day
during Stein cycle

(Only 3 projects achieve this level of activity:
OpenStack, Linux kernel and Chromium.)
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OpenStack Introduction

O O
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Cloud Native Computing Foundation

« Cloud Native Computing = microservice2 ¥ H{Z3tD, HEHO|HEZ
If7[ &Sk, 2[AA ABEHE £|Ho5t= AHEEE Yo LEAA
A2ZEQONE ALE

== = S}
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kubernetes Prometheus envoy CoreDNS
Container orchestration ~ Monitoring Service mesh Service discovery Container runtime
HEeM K Y g 0 &
V orentracinG  fluentd I‘kt CNI
Package manager  Tracing Logging  Remote procedure call Container runtime Networking API
n @ V 8 N @& smeex
Wotary Vitess “TACOER (N[A TS LINKERD

Security ~Software updates  Storage Distributed tracing Service bus Service mesh Storage
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Kubernetes = 9'|E|0|'-‘|§PE._ Application= 0| CHSF Deployment, Scaling,

skTHG 3

e Known as the linux kernel of distributed systems.

e Abstracts away the underlying hardware of the
nodes and provides a uniform interface for workloads to
be both deployed and consume the shared pool of
resources.

e \Works as an engine for resolving state by converging
actual and the desired state of the system.
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Telecommunication & Cloud Computing
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Telco Network Evolution: LTE

Telco Network Central Office

LTE network

i
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Telco Network Evolution: NFV

NFV Management
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https://www.opnfv.org/wp-content/uploads/sites/12/2016/11/opnfv_diagram_final.jpg



Telco Network Evolution: CNF

Evolving from VNFs to Hybrid NFV
Network
VNFs Orchestrator .
Function
OpenStack . . .
pen>tac Virtualization
Baremetal
VNFs Orchestrator CNFs CN F
OpenStack Kubernetes Containerized
Network
Baremetal .
Function
VNFs
CNFs Orchestrator
OpenStack
Kubernetes
SKT%X Baremetal Any cloud Sl?(’?elecom



Telco Network Evolution; Cloud Native Infrastructure

In 5G cloud moves to edge and is run with cloud native architecture

VNF
All Active All Active
REST API

Common components ( msg bus, DB )

Container Engine Virtualization Layer Data Plane
Acceleration

Smart | | Smart
NIC NIC

Compute nodes Storage nodes Network

Common Physical Resource Pool

Cloud Native Architecture
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Telco Network Evolution: MEC

Cloud Computing (LTE) Mobile Edge Computing (5G)

“Most of traffic generated by smartphone and “Providing faster and more efficient s_ervic,:’e is available
apps are deployed on a public cloud” by operator owned edge infra

L
i -
':.:' eglaz,oq mm Microsoft Azure 0 CLOUD Z

r' s
A
|
v
$ g; Add Value
: = } ........
a r s
m A
@) 3
v
o
8
Edge 3 Near Edge  aqd value
0.)
MEC
ge
D 0) :
g R | N
nsumer Consumer @ I
Devices Devices SK”’?elecom



Telco Network Evolution : Hybrid MEC

Provides ultra low latency services in 5G network edge

Auto
Driving

Public Cloud

Public Cloud
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Lower latency

Higher Security

Telco API

: sw(} > Aouajen]
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Al Bigdata YN
Learning A Analysis }
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Public Cloud

00 6 o leg m
5G MEC

@ Hyper Edge

Ultra Low Latengy.
(<10ms)

@ Public Cloud
Integration
Public Cloud Dev Env

(® Edge Specific
Service

Innovative Telco Service

SKT MEC
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Telco Needs “Open Collaboration” to Realize its Vision
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Open Source Software is “CORE Competency”
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Collaboration in Open Source Ecosystem

A = N, A

AN St AT\
airship kata openstack. ‘ ZUuuL

Making lifecycle manage

Edge cloud computing

ment for open infrastruct Secure, lightweight Programmable infrastruct Infrastructure for high CI/CD platform for gating
ure simple, repeatable CRI compatible ure for VMs, containers erformance. Ultra-low changes across multiple
& re’silient virtualized containers and bare metal P L systems/repos
latency applications
SKT Co-Founded SKT Participated
(TACO Development) (TACO Development)

lPrometheus
k ~ ®
ubernetes N Grafana @ ceph

SKT Participated (TACO Development)
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Collaboration in Open Source Ecosystem

[ ) A = v, o
NBMP 4 h% K openstack. a ALLIN
& airs Ip gtg STARLINGX ZUUL
conrtal
Open simple, repeatable & s lightweiaht Programmable infras QI/CD platform for
P resilient lifecycle ecure, figntweig tructure for VMs, Edge cloud computing  gating changes across
Infrastructure management for open _ CRI compatible containers and bare Infrastructure multiple systems &
infrastructure virtualized containers metal repos
Founding Leader Co-Founded Active
(SKT & MPEG) (SKT/ AT&T) (SKT)

 NBMP: Network Based Media Processing (MEC for Media)
Offers Media Processing on Any Cloud Platforms

skT§5 X S
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Cloud Native Meets Open Infrastructure

A

‘ 'L\ Generate YAMLs Submit To Airship Edit And Repeat
airship

Helm Charts
l EcIit
Airship is a : . . .

collection of B —— Mairship —— || —— N airship ——
Baremetal

loosely coupled Shipyard e—

but interoperable n
open source tools secuty polies
that declaratively

automate cloud

provisioning. ‘

Networks
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Cloud Native Meets Open Infrastructure

Virtual Machine Lightweight VM Lightweight VM
k 1- App App App App
containers
Namespace Namespace Namespace Namespace
OCI compliant,
secure container
runtime.

Containers in Cloud Today Kata Containers
(Shared kernel, isolation within namespace) A lightweight virtual machine isolates each
container/pod and provides a separate
kernel for each container/pod.
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Cloud Native Meets Open Infrastructure

OpenStack Components

N/

SOty Q

STARLINGX Q
New StarlingX Services

Infrastructure
o Orchestration
[#]
(=]
Configuration Fault Host Service Software
Management Management Mar it Manag it Mar

Some of the Open Source Building Blocks Used by StarlingX

[ Kubernetes ] [ Ceph ] ( Collectd ] [ libvirt ] [ QEMU ] [Open vSwitch] [ DPDK ] [ SR-IOV ]

A fully featured cloud for the distributed edge; specializing in high performance, ultra-low
latency applications
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Kubernetes as a Ultimate Infrastructure Delivery Platform
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“Declarative” Infrastructure Delivery Technology

TACO Treats Telco Infrastructure like a Cloud Native Application
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4 kubernetes

= openstack.

SSTACO

SKT ALL CONTAINER ORCHESTRATOR

) ceph

‘4" CLOUD NATIVE

"l COMPUTING FOUNDATION

SFPOPENSTACK-HELM

Open Source SW
Container-Driven
Predictable
Resilient

Easily Evolvable
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Opening Up TACO

July 2019

Open Code and Document

» blog (https://openinfradev.github.io/)
documentation
(https://taco-docs.readthedocs.io/ko/latest/)
* github source repo

(https://qithub.com/openinfradev)

= openstack. ) ceph

eSTACO

SKT ALL CONTAINER ORCHESTRATOR

Find collaborators and forming initial
ecosystem

CLOUD NATIVE  BE= =8 o) Kol =14 (VA0 210
=i COMPUTING FOUNDATION

Build Community

1>} kubernetes

N—— -
DX OPENSTACK-HELM Evolve to OSF Project

(with Airship & NBMP Effort)
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https://openinfradev.github.io/
https://taco-docs.readthedocs.io/ko/latest/
https://github.com/openinfradev

Open Infrastructure Map

EDGE
COMPUTING

CONTAINER

<;:’lBLY'CBPRI'¥AITS INFRASTRUCTURE
CLOUD

Al &
MACHINE LEARNING
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Thank You

For Open Collaboration
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