


AS-1S: Pain-points in service operation
Y - T -

 Requests for Service upgrade is too
frequently, it brings over—time
working everyday. Developer’s
happiness grade is too low.

« Module update of one team effects all
the teams’ modules, all teams have to
test all the systems and standby
during every single deployment of
teams.

With Separated operation team and

development team,

 Even the development has been done,
ops team cannot deploy the new
features due to the fear of the errors
that brings customer loss.

« With manual operation, it is hard to

mange the Service Level Agreements,

the claims from customers is

increasing.

1. Microservices Architecture
2. DevOps
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Migrating to Cloud Native Application

Product and customization
Long—term Delivery (typically
9 mo.)

Monolithic

Subscription and self-serviced
Agile and Continuous Delivery
Micro services




Cloud
Applications
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Design Architecture
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Architecture Service
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Process Production
Orchestration Debugging
Billing-
metering

Business
Support Service



OCE’s mission
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Service
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and API

Business

_ _ Support
Open Cloud Engine aims to

support full-lifecycle of End-to-end
cloud native application MSA
development Development Cycle

Operate

Automate

http://github.com/TheOpenCloudEngine Operations

Compositing
Services

Implement
ing Mi-
serviceé




OCE components
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Micro Services Characteristics
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Doman-Driven Design Process

Event Storming

Business Process
Modeling

Context Map & Class
Modeling
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Process Modeling with BPMN

Process Name

Missile Track ¢ SETTINGS

Language

AZ VARS Korean

00

user

Green Pine Radar System

burned out? —DO

KTMO Cell

[

Collect fire control quality data W

To analysis event—driven
inter—communication of mi-
service, BPMN2.0
specification could be used
for modeling its choreography
with their expressive power
such as “Service Pools”,
“Web Service Tasks”, and
“Signal Events”.

Later, process definitions can

be used for generating source

code for Java(Spring)—based
event—driven applications.

utilized OSS:
VuedS(China),
OpenGraph(Korea)



Domain Class Modeling with UML

= £ /Engine

By using the Domain class e e

que|er, doma|n experts or Defense Language . i SAVE ¥ GENERATE REST SERVICE
application architects can draw
their domain model for unit Mi—

services. Y
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. EnemyMissile
generator Java(Sp_rlng)—based —— Battery
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Kafka Event / CQRS E DA

Model to Implementation

Language

£ SETTINGS AZ VARS

Micro-Services M S A

Business (Domain) Event
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Process BPMN 2.0 POA
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Service
Implementation
Phase




Output: Best mix of MSA Chassis

Netflix OSS Spring Cloud

BPMN 2.0
@ @ {BPMN}

Y,

MVVM: vuelS

OAuth 2.0




Model to Code & Code to Model

D) uengines 7 v & software-modeling-class-management-monolit
*  © front-end-dev.pas-mini.io/#/definition/CourseManagement ClassDiagram .idea
v src
v main
I GENERATE REST SERVICE il i
v Em el
== " . Application
c Clazz
& I~ ClazzDay
= Clazz % ClazzDayRepository
Course +id: String I ClazzRepository .

s s e bue ® = Course . Ies

+title: String I CourseRepository

+clazzList: List<Clazz> +course: Course C Customer

+instructor: Instructor i
I CustomerRepository
c Instructor
I InstructorRepository
D SharedCalendarService
Customer Instructor s SharedCalendarServicelmpl
+elazz: Clazz +clazz: Clazz € = WebConfig

resources
[{T] application.yml <— Settings
[1i] bootstrap.yml

= .gitignore
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= Dockerfile

 pom.xml

Reverse Engineeri

Domain Model in UML Java(SpringBoot)—-based Microservice
Entity, Repository, Service JPA Entity, Repository, JAX—RS Service
Decomposed by Business Capabilities 12—Factors Cloud—Native




Cloud IDE & Build Pipeline

c jyiang > customer-service > Repository
master customer-service / src / main / java / hello / Application.java j )
Pipeline Jobs &
Integrated with DevOps e DL & .
jyiang committed a month ago Build Package Test Deploy

platforms: source version 0 o
control, agile collaborations, N B Apploationjmvate2ks B
DlDe“neS fOI’ Cl/CD package hello; @ production

(3 build (N (+) docker-build Q

Q (+) dev

®
import org.apache.commons. logging.Log; @ staging
. D import org.apache.commons. logging.LogFactory;
Ut' | |Zed OSS: import org.metaworks.springboot.configuration.Metaworks4BaseApplication;
. . X import org.springframework.beans.factory.0ObjectProvider;
EC||Se Che, G|t|_ab, Maven import org.springframework.boot.SpringApplication; »
. import org.springframework.boot.autoconfigure.EnableAutoConfiguration; T r—
- import org.sprinaframework.boot.autoconfigure.SpringBootApplication:

Run Gt Profile felf > . R . [ U e: debug-1

Eclipse Che y . — build
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aker;
=& Dasht ¢ " ) C 0 Next Previous Replace Replace All : passed | Job #5257 triggered a week ago by jyiang
J ration: 27 seconds
Work 3 Dashboard;
Runner: #1
Stacks )

Factories
Job artifacts
Administrat

The artifacts will be removed in 21 days
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) Token: e84f
OauthUserPage page
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Reveal Variables
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bootstrap.y

(0]

Pipeline #866 from master

build

® build O
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Extensible Polyglot Boilerplates

Tailor for users’ development
environment — various
application templates

(Docker File—based)

Utilized OSS:
Docker
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Open Cloud Engine

AWY
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Zuul2 S5 228, BUE, s2ly,

Hot £ RT3t Ax| AMbAYLICE
ALZY, HE HOWTO S 9I7/2 24|

IAM (Identity & Access v
Management)

One of member of OCE's
microservices-architecture
components. ldentity & Access

Metaworks4 (Netfflix OSS) .’

Metaworks4 Z|Y23 = MSA
Chassis Framework A1, OCE 7|&
MSA #4224 592! |IAM, Zuul Router.

Spring boot (Netfflix OSS)

Spring Cloud Netflix= Spring Boot

O Z2|AH 0|4 S2I5t Netflix OSS S&
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Vue.JS
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APNS (Apple Push
Notification Server)

Jamio

APNS £ OZ i0S 2| HA|& MH|AZ
M iPhone OS 0| FA| HA|&ES X|2lg

LICt 10 Java E E|RISH A2
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Tomcat7 (jdk7)

Tomcat7(jdk7) ™

Node.js

Node.js®= Chrome V8 JavaScript
AxIo=2 WEE JavaScript TEI
LICt. Node.is= O[MIE 7|4t = E2



Generated Architecture

Applied MSA Design Patterns:

© NSOk~

e (© ]
o MWW DN— O

Multiple Instances Per Host
Externalized Configuration
APl Gateway

Client—side discovery
Self-registration

Circuit Breaker

Database per Service
CQRS

Event Sourcing

. Access Token

. Service Contract Test

. Log Aggregation

. Health Checking

. Distributed Tracing

. Client—side Ul Composition

Front-end (Machine)
(Responsive, Client-side Service Aggregation) 3rd-party Apps

Metaworks4 Ul Components

Metaworks4
Scalable Global Single Instance MSA Chassis
Database

Service Container

Billing




Service Mashup
& Monetize
Phase




Mashup Strategies

By Composite Service

Cross-cutting Issues

EEEX

- Compaosite Service I l Registry

(_ Atomic Service




Mashup Strategy 2:
Service Mashups by Process

i 2 ®H B3 B

* Process based mashups use
modeling tools to create new
composite services or Uls to
combine pre—existing services
without extra development.

« Components like events,
tasks by service, task by
human(Ul creation) can be
drawn in the shape of a flow
chart and can be executed as
drawn.

« Services registered in Eureka S
registry can be called and set g 1.
up with GUI, then the created B :
process works as a new — m m m m m
service.
‘ Composite Service " Registry

« APl GateWay,BPN are tools (_ Atomic Service
that support these.



System Integration:

Dynamic Service Binding

The instinctive idea of "service pool" modeling guides modeling set-ups by dynamically recognizing payload schema,
connection methods and resources inside a micro—service just by point—and—clicking the connection target registered in
Registry.

PROPERTIES

=
= o

CLASS-COURSE

RH7IIM £ 7HH 7]

CLASS-COURSE
UENGINE-CLOUD-SERVER

CLASS-CLASS

JAVA-REVERSE

CLASS-SME

CLASS-COURSE

=)
CLASS-COURSE

__BRDAM_DEECINITION.CLOR
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System Integration:

Dynamic REST/SOAP invocation

An event can be published through modeling. Published event can choose between Synchronous calls like REST/WEB
service and Blocking event calls like Kafka Event. This ables analysis stage modeling to be used as an implementation.

PROPERTIES

I oHelu[E| I *
search fourses

1/50

| Event Name

search courses

Target Service Pool

CLASS-COURSE

=% URI o{&

/courses/search/findByTitleContaining?title=<%=courseTitle%>

SEHME

GET v

Output

ofFeiE oizist 2121 Ol 4

$._embedde > courses -

=2
okl
i
|

[] alxa gis 32 (404) 25 Azl 5ixl 2t




Process Execution & Monitoring

« Simulatin g& Debugging modeled process

+ Auto-creates a page to handle human tasks

 Shows payload and results when a micro—service is calle
* Finds Error logs in the process

Restarts and restores to previous phase from the error pc

. . o . . Search G
Applies it to production after sucessful simulation a sea & e
o]
E Inbox 3 ~ SOA
22 ) 2457]
. Report Trouble ’
. Report Trouble [ Q search . Search Course
eare TODO  INFO
. Search Course n
Inbox 3 ~
Course Instance Name
= Participating 20 ¥ copon Tt Enroliment VARIABLES ROLE MAPPINGS

Trash

]
Report Trouble n
]

Search Course

-
e @® -~

Participating 20 W

Trash

o Error
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Exposing Process as REST Services

« Security, integration, performances about external paths to access micro services can controlled.
APIs need for new business requirements can be created through mash—up of existing micro service assets.

 The created process can be exposed right away in the shape of REST API| or Kafka Event Consumer.

Used OSS:
Zuul, Kafka

PROPERTIES  VISUAL

« Endpoint creation through service endpoint designation

« Correlation between invoker and process instance

HE[H|E| ID*
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essage Start Even
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Path Name
@ Signal Start Event Data for OUtDUt
/service/™*

@® service D2 48 () URLE ¥

Service ID
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/ero-downtime Deployment & Scale

SEX THHH L

(Zero—downtime Deployment)
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= Open Cloud Engine

LUEHY

IX|AEZ|

#H0[H

Selt-healing and Canary Deployment

OCE provides production—grade DevOps dashboards and GUIs for
controlling and managing various application deployment strategies

MW class-class (0) HHEZZS
AE|0|E

257} jyjang@uengine.org O et O 10 @
#Eh: Maste

0|&: Administrator | =% 2018-04-03T04:31:21.000+00:00
7{91: 0b0c34725511113326c0f3b0d67933767b71b36C
EiT: w1

Name: 2018-04-03 class-class prod Deployment X134 AbEf:
OfF 1 0b0ca72 Of ui: Healthy(1) A e Healthy(1)
H: -
JUEIESE 0b0c3472... gy Al
0& 32 83 2 86 2
HH A Eto|0f (A}5) | |
. =7 EHAE ZhA
A O nus | st | =& 2
AIEE Al
21 *2018-04-03T09:53:03.8462"
B Eaig:
0% e r 50 %
BT r 50 %
+& Mg =9

Auto—healing and scaling:

Using Kubernetes engine, service
auto—healing and auto scaling can be
done. In OCE, provides the GUI for
that desired states and monitor for
the actions done by kubernetes
engine.

Canary deployment:

Using L7-layer software routers, it is
ever easler for smart deployment
such as Canary deploy, AB Testing,
and Dark Launch (Shadow deploy).
OCE provides comprehensive GUI and
dashboard for controlling these
deployment strategies.

Utilized OSS:
Kubernetes, Istio
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Production Debugging

Distributed tracing and
monitoring measures for

NSO (D) uengineS-router-dev v l A T I n REAL | Lastsm  20m  1h 6h | 12n 1d  2d I Update | 10sec m

@ uengine5-router-dev All -
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Open Cloud Engine

Values




Our target:
SOA MM7/:
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Speed to digital transformation

Software development is a learning
process,

IWKIRENGQRORIGsE Sl GHRGith software
MarntideFrggvi@bols (DDD modeling) and code
generation
2. DevOps environment of integrated GUI support for
utilizing K8S and Istio.
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